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Abstract

Hierarchies of discrete probability measures are remarkably popular as nonparametric priors in applications, arguably due to two key properties: (i) they naturally represent multiple heterogeneous populations; (ii) they produce ties across populations, resulting in a shrinkage property often described as “sharing of information”. In this paper we establish a distribution theory for hierarchical random measures that are generated via normalization, thus encompassing both the hierarchical Dirichlet and hierarchical Pitman–Yor processes. These results provide a probabilistic characterization of the induced (partially exchangeable) partition structure, including the distribution and the asymptotics of the number of partition sets, and a complete posterior characterization. They are obtained by representing hierarchical processes in terms of completely random measures, and by applying a novel technique for deriving the associated distributions. Moreover, they also serve as building blocks for new simulation algorithms, and we derive marginal and conditional algorithms for Bayesian inference.
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1 Introduction

The random partition structure induced by discrete nonparametric priors plays a pivotal role in a number of inferential problems related to clustering, density estimation, and prediction. It appears in applications such as species sampling, computational linguistics and topic modeling, genomics, and networks. The theory for the exchangeable case is now well understood and extensively studied. See, e.g., [26, 38, 39, 17] for probabilistic investigations and, e.g., [20, 21, 23, 9] for statistical contributions. However, in most applications data are intrinsically heterogeneous and consistent with a dependence assumption more general than exchangeability. Starting from the seminal contributions of MacEachern [34, 35], an extensive literature has been developed to address inferential issues arising with non–exchangeable observations in a Bayesian nonparametric setting. See [10, 43] for reviews. In document analysis, for example, the overall population consists...
of all words in a collection of documents, but each document constitutes a sub-population with its own distribution. Latent Dirichlet Allocation (LDA) was developed in [2] as a simple and effective solution; its enormous popularity is testament to the importance of the problem. The hierarchical Dirichlet process [42] is a natural nonparametric extension. Further contributions in this direction include [16, 43, 45, 37]. In these models, the induced partition structure determines the inferential outcomes but, due to the analytical complexity, its investigation and that of the associated prediction rules have been quite limited; first contributions in this direction, under different dependence assumptions, can be found in [30, 36, 46]. As far as posterior characterizations are concerned, no results are known beyond the hierarchical Dirichlet case [43]. Such characterizations are of theoretical interest, but also a prerequisite for inference algorithms, which simulate draws from (unobserved) random measures conditionally on data. See [5, 18, 31, 46] for examples, and [15] for a comprehensive list of references.

The present paper deals with a general class of hierarchical processes obtained by normalizing random measures, which encompass hierarchical Dirichlet and Pitman-Yor processes. We establish a distribution theory for this class of processes and determine the two distributional quantities essential for Bayesian inference, namely the induced partition structure and a posterior characterization. These allow to perform prediction density estimation, clustering and the assessment of distributional homogeneity across different samples. The focus on a general class of priors rather than on special cases has a two–fold motivation. On the one hand, it helps to clarify the underlying, probabilistic structure of hierarchical models and its statistical implications. On the other hand, the Dirichlet process has well-known limitations in the plain exchangeable framework, and that is similarly true in the non–exchangeable case. In the former, various extensions of the Dirichlet process have been introduced to provide more flexibility; our results provide counterparts in the latter more general framework.

1.1 Partial exchangeability

A random infinite sequence is exchangeable if its distribution is invariant under the group of all finitary permutations (those which permute an arbitrary but finite number of indices of the sequence). It is partially exchangeable if invariance holds under a subgroup of such permutations; see [24] for an extensive bibliography. In the problems considered in the following, partial exchangeability arises naturally: if a population decomposes into (conditionally independent) multiple sub-populations that are each exchangeable in their own right, the overall population is partially exchangeable.

More formally, suppose $X$ is a complete and separable metric space endowed with the Borel $\sigma$–field $\mathcal{F}$. Consider $d$ partially exchangeable sequences $\{(X_{i,j})_{j \geq 1} : i = 1, \ldots, d\}$ defined on some probability space $(\Omega, \mathcal{F}, P)$ and taking values in $(X, \mathcal{F})$. By de Finetti’s representation theorem this is equivalent to assuming

$$P\left(\left\{X_{i}^{(N_{i})} \in A_{i} : i = 1, \ldots, d\right\}\right) = \int_{\mathcal{P}_{X}^{d}} \prod_{i=1}^{d} P_{i}^{(N_{i})}(A_{i}) Q_{d}(dp_{1}, \ldots, dp_{d})$$

for any integer $N_{i} \geq 1$ and $A_{i} \in \mathcal{P}_{X}^{N_{i}}$, where $X_{i}^{(N_{i})} = (X_{i,1}, \ldots, X_{i,N_{i}})$ and $p^{(q)} = p \times \cdots \times p$ is the $q$–fold product measure on $X^{q}$, for any $q \geq 1$. Moreover, $\mathcal{P}_{X}$ is the space of all probability measures on $X$, which we suppose is endowed with the topology of weak convergence and denote as $\mathcal{B}_{X}$ the corresponding Borel $\sigma$–algebra. The mixing or de Finetti measure $Q_{d}$ is a probability measure on $(\mathcal{P}_{X}^{d}, \mathcal{B}_{X}^{d})$ that plays the role of a prior distribution. Hence, (1) amounts to assuming that, given a
vector of random probability measures \((\tilde{p}_1, \ldots, \tilde{p}_d) \sim Q_d\), the \(d\) samples are independent and the observations \(X^{(N_i)}\) of the \(i\)-th sample are independent and identically distributed from \(\tilde{p}_i\).

As in most of the current literature, here we focus on choices of \(Q_d\) that select, with probability 1, vectors of discrete probability measures. This implies that there will be ties, with positive probability, within each sample and typically also across different samples. From a modeling perspective this is a desirable feature since it allows clustering both within and across samples or, in other terms, to have models accounting for heterogeneity in a flexible way. The appearance of ties then naturally leads to look at the induced partition structure. In the exchangeable framework, the partition structure is uniquely characterized by the exchangeable partition probability function (EPPF) (see [39]), which is a key tool for studying clustering properties, deriving prediction rules and sampling schemes.

In the partially exchangeable context one can define an analogous object, which we term partially exchangeable partition probability function (pEPPF), and plays exactly the same role of the EPPF in this more general setup. In order to provide a probabilistic description of the pEPPF, let \(k\) be the number of distinct values recorded among the \(N = N_1 + \cdots + N_d\) observations in \(\{X^{(N_i)} : i = 1, \ldots, d\}\). Each distinct value identifies a specific cluster of the partition. Accordingly, \(n_i = (n_{i,1}, \ldots, n_{i,k})\) denotes the vector of frequency counts and \(n_{i,j}\) is the number of elements of the \(i\)-th sample that coincide with the \(j\)-th distinct value. Clearly \(n_{i,j} \geq 0\) for any \(i = 1, \ldots, d\) and \(j = 1, \ldots, k\), and \(\sum_{i=1}^d n_{i,j} \geq 1\) for any \(j = 1, \ldots, k\). Note that \(n_{i,j} = 0\) means that the \(j\)-th distinct value does not appear in the \(i\)-th sample. The \(j\)-th distinct value is shared by any two samples \(i\) and \(\kappa\) if and only if \(n_{i,j} n_{\kappa,j} \geq 1\). To sum up, the pEPPF is defined as

\[
\Pi_k^{(N)}(n_1, \ldots, n_d) = \mathbb{E} \int_{\mathcal{X}^k} \prod_{j=1}^k \tilde{p}_1^{n_{1,j}}(dx_j) \cdots \tilde{p}_d^{n_{d,j}}(dx_j)
\]

with the obvious constraint \(\sum_{j=1}^k n_{i,j} = N_i\), for each \(i = 1, \ldots, d\).

1.2 Outline

The main goal of the paper is to establish a distribution theory for prior distributions \(Q_d\) displaying a hierarchical structure and selecting discrete random probabilities. We focus on two key aspects. On the one hand, we investigate the random partitions induced by an array of partially exchangeable sequences as in (1), including the distribution of the number of partition sets and its asymptotics when the sample size increases. On the other hand, we provide a posterior characterization for a vector of hierarchical random probability measures \((\tilde{p}_1, \ldots, \tilde{p}_d)\), conditional on the data. The former allows one to address two relevant issues in Bayesian nonparametric inference, namely inference on the clustering structure of the data and prediction. The latter is crucial for accurate uncertainty quantification and for devising simulation algorithms that generate trajectories of hierarchical random probability measure, from their posterior distribution.

In Section 2 we introduce some basic elements on completely random measures and provide a description of hierarchical normalized random measures. A probabilistic characterization of the induced partially exchangeable random partition is detailed in Section 3 and this forms the basis for investigating the distributional properties of the number of distinct values in \(d\) partially exchangeable samples in Section 4. The main results for establishing a posterior representation of \((\tilde{p}_1, \ldots, \tilde{p}_d)\) are, then, stated in Section 5. Finally, the computational algorithms that can be obtained from our theoretical results are described in Section 6. Proofs are deferred to the appendix.
2 Hierarchical normalized random measures

In the present work we rely on random measures as the basic building blocks for the construction of discrete nonparametric priors having a hierarchical structure. Let $\mathcal{M}_X$ be the space of boundedly finite measures on $(X, \mathcal{F})$, i.e. $m(A) < \infty$ for any $m \in \mathcal{M}_X$ and for any bounded set $A \in \mathcal{F}$, equipped with the corresponding Borel $\sigma$-algebra $\mathcal{M}_X$. See [8] for details. We consider random elements $\tilde{\mu}$ defined on some probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and taking values in $(\mathcal{M}_X, \mathcal{M}_X)$. Furthermore, $\tilde{\mu}$ is assumed to be almost surely discrete and without fixed points of discontinuity. Hence, they can be represented as $\tilde{\mu} = \sum_{i \geq 1} J_i \delta_{Y_i}$. We shall henceforth focus on random probabilities obtained as suitable transformations of $\tilde{\mu}$. In particular, we will focus on normalization. Indeed, if $0 < \tilde{\mu}(X) < \infty$ a.s., we define

$$\tilde{\mu} = \frac{\mu}{\tilde{\mu}(X)} = \sum_{i \geq 1} \frac{J_i}{J} \delta_{Y_i} \sim \text{NRM}(P)$$

(3)

where $J := \sum_{i \geq 1} J_i = \tilde{\mu}(X)$ and $P = E\tilde{\mu}$ is a probability distribution on $(X, \mathcal{F})$. In order to obtain a hierarchical structure, one then assumes that $(Y_i)_{i \geq 1}$ in (3) is exchangeable with $Y_i | \tilde{\mu}_0 \sim \tilde{\mu}_0$. Moreover, $\bar{\mu}_0 = \tilde{\mu}_0 / \tilde{\mu}_0(X)$ is obtained by normalizing a random measure $\tilde{\mu}_0 = \sum_{i \geq 1} J_{i,0} \delta_{Y_{i,0}}$, where $(Y_{i,0})_{i \geq 1}$ is an i.i.d. sequence taking values in $X$ and whose common probability distribution $P_0$ is non–atomic. Therefore, we deal with $d$ sequences $\{(X_{i,j})_{i \geq 1} : i = 1, \ldots, d\}$ that are partially exchangeable according to (1) and the mixing measure $Q_d$ is characterized by

$$\tilde{\mu}_i | \tilde{\mu}_0 \sim \text{NRM}(\tilde{\mu}_0) \quad i = 1, \ldots, d$$

$$\tilde{\mu}_0 \sim \text{NRM}(P_0).$$

(4)

The almost sure discreteness of $\tilde{\mu}$ is clearly inherited by the $\tilde{\mu}_i$’s and hence, as desired, we have nonparametric priors $Q_d$ selecting discrete distributions and inducing ties within and across the samples $X^{(N_1)}, \ldots, X^{(N_d)}$.

The following subsections focus on two specifications of $(\tilde{\mu}, \tilde{\mu}_0)$, and hence of (4), that will be thoroughly investigated in the paper.

2.1 Hierarchical NRMIs

A first natural choice is to set $\tilde{\mu}$ as a completely random measure (CRM), i.e. a random element taking values in $\mathcal{M}_X$ such that for any collection of pairwise disjoint sets $A_1, \ldots, A_k$ in $\mathcal{F}$, and for any $k \geq 1$, the random variables $\tilde{\mu}(A_1), \ldots, \tilde{\mu}(A_k)$ are mutually independent. See [25]. An appealing feature of CRMs is the availability of their Laplace functional. Indeed, if it is further assumed that $\tilde{\mu}$ does not have fixed points of discontinuity, for any measurable function $f : X \to \mathbb{R}^+$ one has

$$E e^{-\int_X f(x) \tilde{\mu}(dx)} = e^{-\int_{X^+} x[1-e^{-f(x)}] \nu(dx, dx)}$$

(5)

where $\nu$ is the Lévy intensity uniquely characterizing the CRM $\tilde{\mu}$. See [25, 27] for an exhaustive account. Though the treatment can be developed for any CRM, for the ease of illustration henceforth we consider the case where the jumps $J_i$’s and the locations $Y_i$’s are independent and specifically that

$$\nu(ds, dx) = \rho(s) ds c P_0(dx)$$

(6)

for some measurable function $\rho : \mathbb{R}^+ \to \mathbb{R}^+$, constant $c > 0$ and probability measure $P_0$ on $(X, \mathcal{F})$. Noteworthy examples are the gamma process and the $\sigma$–stable process, which correspond to CRMs
having $\rho(s) = s^{-1} e^{-s}$ and $\rho(s) = \sigma s^{-1-\sigma}/\Gamma(1-\sigma)$, for some $\sigma \in (0, 1)$. If $\tilde{\mu} = \tilde{\mu}/\tilde{\mu}(X)$ we use the notation

$$\tilde{\mu} \sim \text{NRM}(\rho, c, P_0),$$

which recalls the acronym of [41], where normalized random measures have first been introduced and studied in the exchangeable framework. The corresponding hierarchical model in (4) is thus termed hierarchical NRM.

For hierarchical NRMs one can evaluate the correlation between $\tilde{\mu}_i(A)$ and $\tilde{\mu}_j(A)$, for any $i \neq j$ and measurable subset $A$ of $X$, in terms of the underlying parameters $(c, \rho, c_0, \rho_0)$. In order to ease the statement of the result, set $\psi(u) = \int_0^\infty [1 - e^{-us}] \rho(s) ds$ and $\psi_0(u) = \int_0^\infty [1 - e^{-us}] \rho_0(s) ds$ as the Laplace exponents corresponding to $\tilde{\mu}$ and $\tilde{\mu}_0$, respectively.

**Theorem 1.** Suppose that $\tilde{\mu}_i \mid \tilde{\mu}_0 \sim \text{NRM}(\rho, c, \tilde{\mu}_0)$, for $i = 1, \ldots, d$, and $\tilde{\mu}_0 \sim \text{NRM}(\rho_0, c_0, P_0)$. Then, for any $A \in \mathcal{X}$ and $i \neq j$

$$\text{corr}(\tilde{\mu}_i(A), \tilde{\mu}_j(A)) = \frac{1 + c \int_0^\infty u e^{-c\psi(u)} \tau_2(u) du}{1 + c_0},$$

where $\tau_0(u) = \int_0^\infty s^q e^{-us} \rho(s) ds$ and $\tau_0'(u) = \int_0^\infty s^q e^{-us} \rho_0(s) ds$.

It is worth stressing two important facts. The correlation coefficient between $\tilde{\mu}_i(A)$ and $\tilde{\mu}_j(A)$ is always positive. It does not depend on the specific set $A$. Moreover, by specifying $(c, \rho, c_0, \rho_0)$ the correlation coefficient (7) becomes readily available as shown in the following examples.

**Example 1.** If $\rho(s) = \rho_0(s) = s^{-1} e^{-s}$, then $\tilde{\mu}_0$ is a Dirichlet process and the $\tilde{\mu}_i$’s are, conditionally on $\tilde{\mu}_0$, independent and identically distributed Dirichlet processes. Hence, $(\tilde{\mu}_1, \ldots, \tilde{\mu}_d)$ is a vector of hierarchical Dirichlet processes as in [42]. A straightforward application of Theorem 1 yields

$$\text{corr}(\tilde{\mu}_i(A), \tilde{\mu}_j(A)) = \frac{c + 1}{c + 1 + c_0}.$$

Note that the correlation is increasing in $c$ and decreasing in $c_0$. As $c_0 \uparrow \infty$ the distribution of $\tilde{\mu}_0$ degenerates on $P_0$ and the $\tilde{\mu}_i$’s are independent, which is consistent with $\text{corr}(\tilde{\mu}_i(A), \tilde{\mu}_j(A))$ converging to 1. On the other hand, if $c \uparrow \infty$, then the distribution of each $\tilde{\mu}_i$, conditional on $\tilde{\mu}_0$, degenerates on $\tilde{\mu}_0$ and it is, thus, not surprising that the correlation coefficient between any pair of $\tilde{\mu}_i(A)$’s converges to 0, for any $A \in \mathcal{X}$.

**Example 2.** The hierarchical stable NRM arises by setting $\rho(s) = \sigma s^{-1-\sigma}/\Gamma(1-\sigma)$ and $\rho_0(s) = \sigma_0 s^{-1-\sigma_0}/\Gamma(1-\sigma_0)$, for some $\sigma$ and $\sigma_0$ in $(0, 1)$. This implies that $\tilde{\mu}_0$ is a $\sigma_0$–stable NRM and, conditionally on $\tilde{\mu}_0$, the $\tilde{\mu}_i$’s are independent and identically distributed $\sigma$–stable NRMs. We will say that $(\tilde{\mu}_1, \ldots, \tilde{\mu}_d)$ is a vector of hierarchical stable NRMs. A plain application of Theorem 1 leads to

$$\text{corr}(\tilde{\mu}_i(A), \tilde{\mu}_j(A)) = \frac{1 - \sigma_0}{1 - \sigma\sigma_0}.$$

which is increasing in $\sigma$ and decreasing in $\sigma_0$. Due to the properties of the stable CRM, unsurprisingly the correlation coefficient does not depend on the total masses $c_0$ and $c$.

### 2.2 Hierarchical Pitman–Yor processes

The second relevant construction arises when $\tilde{\mu}$ has a distribution obtained by a suitable transformation of the distribution of a CRM. In particular, let $P_\rho$ be the probability distribution on
(M_\mathcal{X}, \mathcal{M}_\mathcal{X}) of a \sigma–stable CRM, with \sigma \in (0,1). For \theta > 0 define P_{\sigma,\theta} on (M_\mathcal{X}, \mathcal{M}_\mathcal{X}) as absolutely continuous w.r.t. \mathcal{P}_\sigma and such that its Radon–Nikodym derivative is
\[
\frac{dp_{\sigma,\theta}}{dp_\sigma}(m) = \frac{\sigma \Gamma(\theta)}{\Gamma(\theta/\sigma)} m^{-\theta}(X)
\] (8)
The resulting random measure \bar{\mu}_{\sigma,\theta} with distribution \text{P}_{\sigma,\theta} is not completely random. Nonetheless, via normalization
\[
\bar{\rho} = \frac{\bar{\mu}_{\sigma,\theta}}{\bar{\mu}_{\sigma,\theta}(X)} \sim P_Y(\sigma, \theta; P)
\] (9)
one obtains a fundamental process, the Pitman–Yor process or two–parameter Poisson–Dirichlet process. A different equivalent construction, simpler but less convenient for our purposes, starts from a specific NRMI(\rho, c, P_0) and puts a gamma prior on the parameter c. See [40] for details on both derivations.

The following results provides the correlation structure for the hierarchical Pitman–Yor process and nicely describes the role of the parameters (\sigma, \sigma_0, \theta_0).

**Theorem 2.** Suppose that \bar{\rho}_i | \bar{\rho}_0 \overset{iid}{\sim} P_Y(\sigma, \theta, \bar{\rho}_0), for i = 1, \ldots, d, and \bar{\rho}_0 \sim P_Y(\sigma_0, \theta_0, P_0). Then, for any A \in \mathcal{X} and i \neq j
\[
corr(\bar{\rho}_i(A), \bar{\rho}_j(A)) = \left\{1 + \frac{1 - \sigma}{1 - \sigma_0} \frac{\theta_0 + \sigma_0}{\theta + 1}\right\}^{-1}
\] (10)

Unsurprisingly, also for hierarchical Pitman–Yor processes the correlation between \bar{\rho}_i(A) and \bar{\rho}_j(A), for any i \neq j, is positive and does not depend on A \in \mathcal{X}. Moreover, from (10) the impact of (\theta_0, \sigma_0, \theta, \sigma) on corr(\bar{\rho}_i(A), \bar{\rho}_j(A)) can be easily deduced.

### 3 Random partitions induced by hierarchical NRMs

Consider an array of d partially exchangeable sequences with de Finetti measure Q_d given by hierarchies of normalized measures as in (4). As already mentioned, the discreteness of the \bar{\rho}_i’s and \bar{\rho}_0 entails that P[X_{\ell,i} = X_{\kappa,j}] > 0 for any \ell and \kappa, i.e. there is a positive probability of ties both within each sample and across the different samples X^{(N_i)} = (X_{i,1}, \ldots, X_{i,N_i}). A random partition of the samples is, thus, induced, whereby any two elements X_{\ell,i} and X_{\kappa,j} are in the same partition group (or cluster) if and only if they take on the same value. Its probability distribution is identified by the pEPF P_k^{(N)} in (2). Here we determine a closed form expression for hierarchical NRMs and the hierarchical Pitman–Yor process.

We first focus on hierarchical NRMs. In order to gain some intuition on the structure of \Pi_k^{(N)}, it is worth recalling the so–called Chinese restaurant franchise metaphor described in [42] for the hierarchical Dirichlet process. According to this scheme, a franchise of d restaurants shares the same menu, which includes an infinite number of dishes and is generated by the top level base measure P_0. Each restaurant has infinitely many tables. The first customer sitting at each table of restaurant i chooses the dish and this dish is shared by all other customers who afterwards join the same table. In contrast to the well–known Chinese restaurant process, the same dish can be served at different tables within the same restaurant and across different restaurants. According to this scheme, X_{i,j} represents the dish served in the i–th restaurant to the j–th customer for j = 1, \ldots, N_i and i = 1, \ldots, d. Furthermore, the frequency n_{i,j} in (2) is the number of customers in restaurant i eating the j–th dish and we further let \ell_{i,j} \in \{1, \ldots, n_{i,j}\} be the number of tables
in restaurant $i$ at which the $j$–th dish is served, if $n_{i,j} \geq 1$. When $n_{i,j} = 0$ it is obvious that $\ell_{i,j} = 0$ as well. Hence
\[
\ell_{i,j} = \sum_{i=1}^{d} \ell_{i,j}, \quad \ell_{i,*} = \sum_{j=1}^{k} \ell_{i,j},
\]
denote, respectively, the number of tables serving dish $j$ (across restaurants) and the number of tables in restaurant $i$ (regardless of the served dishes). Moreover, if we further label the tables, with $q_{i,j,t}$ we can identify the number of customers in restaurant $i$ eating dish $j$ at table $t$ so that $\sum_{t=0}^{\ell_{i,j}} q_{i,j,t} = n_{i,j}$. This additional notation suggests we are going to consider a combinatorial structure arising from the composition of random partitions acting at different levels of the hierarchy: one yields a partition where the $N = N_1 + \cdots + N_d$ customers are allocated to $|\ell| = \sum_{i=1}^{d} \sum_{j=1}^{k} \ell_{i,j}$ tables and these tables are, then, clustered into $k$ groups, with each group being identified by a different distinct dish.

Before providing the pEPPF, we introduce the notation that identifies the composing random partitions. If $\tilde{p}_0 \sim \text{NRMI}(\rho_0, c_0, \tilde{p}_0)$ and $P_0$ is a diffuse probability measure on $X$, for any $k \in \{1, \ldots, n\}$ and any vector of positive integers $(r_1, \ldots, r_k)$ such that $\sum_{i=1}^{k} r_i = n$, we set
\[
\Phi_{k,0}^{(n)}(r_1, \ldots, r_k) = \frac{c_k}{\Gamma(n)} \int_0^\infty u^{n-1} e^{-c_0 u} \prod_{j=1}^{k} \tau_j(0)(u) \, du.
\]
(11)

Note that according to [23, Proposition 3], $\Phi_{k,0}^{(n)}$ is the EPPF induced by an exchangeable sequence drawn from a NRMI with parameter $(c_0, \rho_0)$.

**Theorem 3.** Suppose the sequences $\{(X_{i,j})_{j \geq 1} : i = 1, \ldots, d\}$ are partially exchangeable according to (1), with $Q_d$ characterized by
\[
\tilde{p}_i | \tilde{p}_0 \sim \text{NRMI}(\rho, c, \tilde{p}_0) \quad (i = 1, \ldots, d), \quad \tilde{p}_0 \sim \text{NRMI}(\rho_0, c_0, \tilde{p}_0).
\]

Then
\[
\Pi_k^N(n_1, \ldots, n_d) = \sum_{\ell} \sum_q \Phi_{k,0}^{(|\ell|)}(\ell_{i,1}, \ldots, \ell_{i,k}) \times \prod_{i=1}^{d} \prod_{j=1}^{k} \frac{1}{\ell_{i,j}} \binom{n_{i,j}}{1} \Phi_{\ell_{i,j}}^{(N_i)}(q_{i,1}, \ldots, q_{i,k})
\]
(12)

where, if $n_{i,j} \geq 1$, $q_{i,j} = (q_{i,j,1}, \ldots, q_{i,j,i_{i,j}})$ is a vector of positive integers such that $|q_{i,j}| = n_{i,j}$, for any $i = 1, \ldots, d$ and $j = 1, \ldots, n_{i,j}$ and
\[
\Phi_{\ell_{i,j}}^{(N_i)}(q_{i,1}, \ldots, q_{i,k}) = \frac{c_{\ell_{i,j}}}{\Gamma(N_i)} \int_0^\infty u^{N_i-1} e^{-c\psi(u)} \prod_{j=1}^{k} \tau_{q_{i,j}}(u)(u) \, du.
\]
(13)

Note that, if $n_{i,j} = 0$, then $q_{i,j} = (0, \ldots, 0)$ and
\[
\Phi_{\ell_{i,j}}^{(N_i)}(q_{i,1}, \ldots, q_{i,k}) = \Phi_{\ell_{i,j}}^{(N_i)}(q_{i,1}, \ldots, q_{i,j-1}, q_{i,j+1} \ldots, q_{i,k})
\]
The backbone of (12) is
\[
\Phi_{k,0}^{(|\ell|)}(\ell_{1,1}, \ldots, \ell_{1,k}) \prod_{i=1}^{d} \Phi_{\ell_{i,j}}^{(N_i)}(q_{i,1}, \ldots, q_{i,k})
\]
(14)
which displays the random partitions’ composition acting at the two levels of the hierarchy: the single samples (or restaurants) and the whole collection of samples (or the franchise). The former is captured by $\prod_{i=1}^{d} \Phi_{i,k}^{(N_i)}$ while the latter is identified by $\Phi_{i,k}^{(|\ell|)}$. The resulting expression of $\Pi_{k}^{(N)}$ then follows from plain marginalization.

We now illustrate the result by considering again the hierarchical Dirichlet process and the hierarchical stable NRMII.

**Example 3.** Let $(\tilde{\rho}_1, \ldots, \tilde{\rho}_d)$ be a vector of hierarchical Dirichlet processes as in Example 1. Let $(a)_{n} = \Gamma(a + n) / \Gamma(a)$ be the ascending factorial and $|s(n, k)|$ the signless Stirling number of the first kind. It is then straightforward to show that

$$
\Pi_{k}^{(N)}(n_1, \ldots, n_d) = \frac{c_0^k c^k}{\prod_{i=1}^{d} (c_{N_i})} \sum_{\ell} c^{[\ell]} \prod_{j=1}^{k} (c_{[\ell_{j}]} - 1)! \prod_{i=1}^{d} |s(n_{i,j}, \ell_{i,j})|
$$

$$
= c_0^k \left( \prod_{i=1}^{d} \prod_{j=1}^{k} \left( \frac{1}{(c_{N_i})} \prod_{j=1}^{k} (c_{\ell_{j}} - 1)! \prod_{i=1}^{d} \mathbb{P}[K_{n_{i,j}} = \ell_{i,j}] \right) \right)
$$

where $K_{n_{i,j}}$ is a random variable denoting the number of distinct observations, out of $n_{i,j}$ drawn from an exchangeable sequence whose de Finetti measure is a Dirichlet process with concentration parameter $c$. Alternatively, one can rely on properties of $|s(n, k)|$ and deduce the following integral representation

$$
\Pi_{k}^{(N)}(n_1, \ldots, n_d) = \frac{c_0^k c^k}{\prod_{i=1}^{d} (c_{N_i})} \int \Delta_k D_k(d\rho; \xi_1, \ldots, \xi_k, c_0) \prod_{i=1}^{d} \prod_{j=n_{i,j}+1}^{k} (c_{\rho_j} + 1)_{n_{i,j}-1}
$$

where $\xi_j = \sum_{i=1}^{d} \mathbb{1}_{\{1, 2, \ldots \}}(n_{i,j})$ is the number of restaurants sharing the $j$–th dish, $\xi = \sum_{j=1}^{k} \xi_j$ and $D_k(\cdot; a_1, \ldots, a_{k+1})$ is the multivariate Dirichlet distribution on the $k$–dimensional simplex $\Delta_k$, with parameters $(a_1, \ldots, a_{k+1})$.

**Example 4.** Let $(\tilde{\rho}_1, \ldots, \tilde{\rho}_d)$ be a vector of hierarchical stable NRMIs defined as in Example 2 and $\mathcal{C}(n, k; \sigma)$ be the generalized factorial coefficients defined by

$$(\sigma t)_n = \sum_{k=1}^{n} \mathcal{C}(n, k; \sigma) (t)_k.
$$

As for the pEPPF, Theorem 3 and some algebra lead to

$$
\Pi_{k}^{(N)}(n_1, \ldots, n_d) = \frac{c_0^{k-1} \Gamma(k)}{\prod_{i=1}^{d} \Gamma(N_i)} \sum_{\ell} c^{[\ell]} \prod_{i=1}^{d} \prod_{j=1}^{k} \frac{1}{\Gamma(\ell_{j})} \prod_{i=1}^{d} \prod_{j=1}^{k} \mathcal{C}(n_{i,j}, \ell_{i,j}; \sigma)
$$

$$
= c_0^{k-1} \epsilon^{k-d} \prod_{i=1}^{d} \left( \prod_{j=n_{i,j}+1}^{k} \frac{\Gamma(n_{i,j})}{\Gamma(N_i)} \right) \sum_{\ell} \prod_{j=1}^{k} \frac{1 - \sigma_0}{\Gamma(\ell_{j})} \prod_{i=1}^{d} \prod_{j=1}^{k} \mathbb{P}[K_{n_{i,j}} = \ell_{i,j}]
$$

with $K_{n_{i,j}}$ denoting the number of distinct observations generated by $n_{i,j}$ observations from an exchangeable sequence whose de Finetti measure is a normalized $\sigma$–stable process.
The combinatorial structure yielding the pEPPF in (12) is not specific to hierarchical NRMIs. Indeed, it can be established also for the Pitman–Yor process, which arises as the normalization of a measure that is not completely random.

**Theorem 4.** Let \( \{(X_{i,j})_{j \geq 1} : i = 1, \ldots, d\} \) be partially exchangeable as in (1), with \( Q_d \) characterized by

\[
\tilde{p}_i | \tilde{p}_0 \overset{iid}{\sim} \text{PY}(\sigma, \theta; \tilde{p}_0) \quad (i = 1, \ldots, d), \quad \tilde{p}_0 \sim \text{PY}(\sigma_0, \theta_0; P_0)
\]

Then

\[
\Pi^{(N)}(n_1, \ldots, n_d) = \sum \prod_{i=1}^k \frac{1}{(\theta_0 + 1)_{i-1}} \prod_{j=1}^k (1 - \sigma_0)_{i} \prod_{i=1}^d \prod_{j=1}^\ell_i \frac{C(n_{i,j}, \ell_{i,j}; \sigma)}{\sigma_{\ell_{i,j}}} (15)
\]

This result is related to the findings in [16], whose construction leads to a tree structure used as a language model. In models of this type, termed sequence memoizer, the observations take values in the space \( \Sigma^* \) of finite sequences of elements from a countable (typically finite) set symbols \( \Sigma \). Each random probability measure involved in the hierarchies of the model is supported by \( \Sigma \) and it is, then, apparent that the base measure at the root of the hierarchy is atomic. Our treatment is different, in the sense that the state space coincides with any separable and complete metric space \( \mathbb{X} \) and the probability distribution at the root of the hierarchy is diffuse. The latter is crucial for obtaining the expressions of the pEPPF displayed in this paper.

### 4 Distribution of the number of clusters \( K_N \)

Having determined the pEPPF of hierarchical NRMIs and hierarchical Pitman–Yor processes, a natural issue to address is the determination of the probability distribution of the number \( K_N \) of distinct values out of \( N = N_1 + \cdots + N_d \) partially exchangeable observations. This can be achieved by relying on the composition of random partitions in the pEPPF representations in Theorems 3 and 4 and highlighted in (14). For the derivation of the result, it is useful to introduce a collection of sequences of latent random variables \( \{(T_{i,j})_{j \geq 1} : i = 1, \ldots, d\} \). They are such that \( T_{i,j} | \tilde{q}_i \overset{iid}{\sim} \tilde{q}_i \), with \( \tilde{q}_i \overset{iid}{\sim} \text{NRM}(c, \rho, G) \) for hierarchical NRMIs and \( \tilde{q}_i \overset{iid}{\sim} \text{PY}(\sigma, \theta, G) \) for hierarchical Pitman–Yor processes, while \( G \) is some diffuse probability measure. In terms of the Chinese restaurant franchise metaphor, \( T_{i,j} \) is the label of the table where the \( j \)-th customer of the \( i \)-th restaurant is seated. In view of this, the probability distribution of \( K_N \) arises by considering:

(i) independent random variables \( K'_{i,N_i} \), that equal, for each \( i = 1, \ldots, d \), the number of distinct values in \( T^{(N_i)} = (T_{i,1}, \ldots, T_{i,N_i}) \);

(ii) \( K_{0,t} \), which represents the number of distinct values out of \( t \) exchangeable random elements generated from \( \tilde{p}_0 \).

According to the Chinese restaurant metaphor, \( K'_{i,N_i} \) is the number of tables where the \( N_i \) customers of restaurant \( i \) are seated, while \( K_{0,t} \) is the number of distinct dishes allocated to the \( t \) tables where the \( N \) customers of the whole franchise are seated.
For any pair of positive sequences \((X(N_i) : i = 1, \ldots, d)\) governed by a vector of hierarchical NRMIs, i.e. \(\tilde{p}_i | \tilde{p}_0 \overset{iid}{\sim} \text{NRMII}(c, \rho, \tilde{p}_0)\) and \(\tilde{p}_0 \sim \text{NRMII}(c_0, p_0, P_0)\), with \(P_0\) being non–atomic. Then, for any \(k = 1, \ldots, N\) one has

\[
P[K_N = k] = \sum_{t=k}^{N} P[K_{0,t} = k] P\left[\sum_{i=1}^{d} K'_{i,N_i} = t\right] \tag{16}
\]

The probability distributions of \(K_{0,t}\) and of \(K'_{i,N_i}\) are readily derived from their EPPFs and coincide with

\[
P[K_{0,t} = k] = \frac{1}{k!} \sum_{(r_1, \ldots, r_k) \in \Delta_{k,t}} \binom{t}{r_1 \ldots r_k} \Phi_{k,0}^{(t)}(r_1, \ldots, r_k) \tag{17}
\]

for any \(k \in \{1, \ldots, t\}\), where \(\Delta_{j,n} = \{(r_1, \ldots, r_j) : r_i \geq 1, \sum_{i=1}^{j} r_i = n\}\), and

\[
P[K'_{i,N_i} = \zeta] = \frac{1}{\zeta!} \sum_{(r_1, \ldots, r_{\zeta}) \in \Delta_{\zeta,N_i}} \binom{N_i}{r_1 \ldots r_\zeta} \Phi_{\zeta,i}^{(N_i)}(r_1, \ldots, r_\zeta) \tag{18}
\]

for any \(\zeta \in \{1, \ldots, N_i\}\).

A similar result holds for the hierarchical Pitman–Yor process.

**Theorem 5.** Suppose \(K_N\) is the number of distinct values in the \(d\) partially exchangeable samples \(\{X(N_i) : i = 1, \ldots, d\}\) governed by a vector of hierarchical NRMIs, i.e. \(\tilde{p}_i | \tilde{p}_0 \overset{iid}{\sim} \text{NRMII}(c, \rho, \tilde{p}_0)\) and \(\tilde{p}_0 \sim \text{NRMII}(c_0, p_0, P_0)\). Then

\[
P[K_N = k] = \sum_{t=k}^{N} \prod_{r=1}^{k-1} \frac{(\theta_0 + r \rho \sigma_0)}{\sigma_0^k} \frac{\mathcal{C}(t, k; \sigma_0)}{\sigma_0^k} \times \prod_{\{i \mid \zeta_i = 1\}} \prod_{i=1}^{d} \frac{\mathcal{C}(N_i, \zeta_i; \sigma)}{\sigma^{N_i}} \tag{19}
\]

**Remark 1.** In the proofs of Theorems 5–6, based on the expressions of the pEPPFs, we give an alternative equivalent representation of \(K_N\): if \(\xi(N) = K'_{1,N_1} + \cdots + K'_{d,N_d}\), from (16) and (19) one deduces for both hierarchical NRMIs and Pitman–Yor processes

\[
K_N \overset{d}{=} K_{0,\xi(N)}.
\]

The equality between \(K_N\) and \(K_{0,\xi(N)}\) can be strengthened, and actually holds almost surely. This fact is useful for the determination of the asymptotic behaviour of \(K_N\).

Before establishing the asymptotic behavior of \(K_N\), as \(N \to \infty\), introduce two positive sequences \((\lambda_0(n))_{n \geq 1}\) and \((\lambda(n))_{n \geq 1}\) such that \(\lim_n \lambda_0(n) = \lim_n \lambda(n) = \infty\) and assume \(\lambda_0\) satisfies the following condition:

(H1) for any pair of positive sequences \((b_1(n))_{n \geq 1}\) and \((b_2(n))_{n \geq 1}\) such that \(\lim_n b_1(n) = \lim_n b_2(n) = \infty\) and \(\lim_n (b_1(n)/b_2(n)) = 1\)

\[
\lim_{n \to \infty} \frac{\lambda_0(b_1(n))}{\lambda_0(b_2(n))} = 1
\]

We would like to stress that assumption (H1) is satisfied when \(\lambda_0\) is a regularly varying function.

In the sequel we agree that \(Y_n \sim \lambda(n)\), for \(n \to \infty\), means that \(\lim_n Y_n/\lambda(n)\) almost surely exists and equals a finite and positive random variable, then one can state the following.
Theorem 7. Suppose $K_N$ is the number of distinct values in the $d$ partially exchangeable samples 

\[
\{X^{(N_i)} : i = 1, \ldots, d\}
\]

governed by a vector of hierarchical NRMI's such that $K_{0,N} \simeq \lambda_0(n)$ and $K_{i,N} \simeq \lambda(N)$ as $N \to \infty$, where $(\lambda_0(n))_{n \geq 1}$ satisfies (H1). Moreover, let $N_1 = \cdots = N_d = N^* = N/d$. Then

\[
K_N \simeq \lambda_0(\eta\lambda(N/d)) \quad \text{as } N \to \infty,
\]

for some positive and finite random variable $\eta$.

In particular, if $(\tilde{p}_1, \ldots, \tilde{p}_d)$ is a vector of hierarchical Dirichlet processes, then

\[
K_N \simeq \log \log N \quad \text{as } N \to \infty.
\]

Remark 2. These results can be extended to the case where only a subset of the $N_i$’s diverge and the others stay finite. Indeed, if for some $m \leq d$ one has $N_{j_1} = \cdots = N_{j_m} = N^*$, where $N^* \to \infty$, and $N_i < L < \infty$ for any other $i \notin \{j_1, \ldots, j_m\}$, then it is possible to conclude that

\[
K_N \simeq \lambda_0(\eta\lambda(N/m))
\]

as $N^* \to \infty$, which entails $N \to \infty$. This leaves the rates of increase for $K_N$ displayed in Theorems 7–8 unchanged.

Remark 3. With some care the results can be generalized to cover the case of the $N_i$’s diverging at different rates. Indeed, considering the asymptotics as $\max_{1 \leq i \leq d} N_i \to \infty$, $K_N$ increases at rates similar to those displayed Theorems 7–8.

5 Posterior characterizations

In order to complete the description of distributional properties of hierarchical processes, it is essential to determine a posterior characterization. To the best of our knowledge, no posterior characterization is available for dependent processes in a partially exchangeable framework, whether constructed in terms of hierarchies or by different means. Hence, our following results are the very first. Despite the theoretical interest, note that, while for prediction the partition probability functions of Theorems 3–4 suffice, inference on non–linear functionals of $(\tilde{p}_1, \ldots, \tilde{p}_d)$ requires the posterior distribution of the vector of hierarchical random probabilities.

5.1 Hierarchical NRMI posterior

In the following let $X_{1}^*, \ldots, X_d^*$ denote the distinct observations featured by the whole collection of samples $X = \{X^{(N_i)} : i = 1, \ldots, d\}$ and assume $U_0$ is a positive random variable whose density
function, conditional on \( X \) and on the latent tables’ labels \( T = \{ T^{(N_i)} : i = 1, \ldots, d \} \) introduced in Section 4, equals
\[
f_0(u|X, T) \propto u^{(|\ell|-1)}e^{-c_0\psi(u)} \prod_{j=1}^k \tau_{\ell_{i,j},0}(u).
\] (20)

The posterior characterization is then composed of two blocks, the first concerning the root of the hierarchy in terms of \( \tilde{\mu}_0 \) and the second concerning the vector of random probabilities.

**Theorem 9.** Suppose the data \( X \) are partially exchangeable and are modeled as in (4). Then

\[
\tilde{\mu}_0|(X, T, U_0) \overset{d}{=} \eta_0^* + \sum_{j=1}^k I_j \delta_{X^*_j}
\] (21)

where the two summands on the right-hand side of the distributional identity are independent and

(i) \( \eta_0^* \) is a CRM with intensity

\[
\nu_0(ds, dx) = e^{-U_0^* \rho_0(s)} ds c_0 P_0(dx).
\]

(ii) the \( I_j \)'s are independent and non-negative jumps with density

\[
f_j(s|X, T) \propto s^{(\cdot)^*} e^{-sU_0^* \rho_0(s)}
\]

It is worth noting that the posterior of \( \tilde{\mu}_0 \) depends on sample information across the populations rather than population-specific, most notably the number of different dishes served across restaurants. This clearly serves the purpose of directing the dependence across populations. Theorem 9 allows us then to establish the posterior distribution of a vector \( (\tilde{\mu}_1, \ldots, \tilde{\mu}_d) \) of hierarchical CRMs, conditional a vector \( U = (U_1, \ldots, U_d) \) whose components are conditionally independent, given \((X, T)\), and with respective densities

\[
f_i(u|X, T) \propto u^{N_i-1}e^{-c\psi(u)} \prod_{j=1}^k \prod_{t=1}^{\ell_{i,j}} \tau_{\ell_{i,j},t}(u) \quad i = 1, \ldots, d.
\] (22)

The fundamental posterior characterization, where population-specific characteristics come into play, can then be stated as follows.

**Theorem 10.** Suppose the data \( X \) are partially exchangeable and are modeled as in (4). Then

\[
(\tilde{\mu}_1, \ldots, \tilde{\mu}_d)|(X, T, U, \tilde{\mu}_0) \overset{d}{=} (\tilde{\mu}_1^*, \ldots, \tilde{\mu}_d^*) + \left( \sum_{j=1}^k \sum_{t=1}^{\ell_{1,j}} J_{1,j,t} \delta_{X^*_j}, \ldots, \sum_{j=1}^k \sum_{t=1}^{\ell_{d,j}} J_{d,j,t} \delta_{X^*_j} \right),
\] (23)

where the two summands on the right-hand-side are independent, \( \sum_{t=1}^{\ell_{i,j}} J_{i,j,t} \equiv 0 \) if \( n_{i,j} = 0 \) and

(i) \( (\tilde{\mu}_1^*, \ldots, \tilde{\mu}_d^*) \) is a vector of hierarchical CRMs and, conditional on \( \tilde{\mu}_0^* = \eta_0^* + \sum_{j=1}^k I_j \delta_{X^*_j} \) in (21), each \( \tilde{\mu}_i^* \) has intensity

\[
\nu_i(ds, dx) = e^{-U_i^* \rho(s)} ds c_{\tilde{\mu}_0^*}(dx),
\]

with \( \tilde{\mu}_0^* = \tilde{\mu}_0^*/\tilde{\mu}_0^*(X) \);
(ii) the jumps $J_{i,j,t}$ are independent and non-negative random variables whose density equals

$$f_{i,j,t}(s) \propto e^{-U_{i,t}s_{0,i,j,t}} \rho(s),$$

when $n_{i,j} \geq 1$, whereas $J_{i,j,t} = 0$, almost surely, if $n_{i,j} = 0$.

The expressions involved in the posterior characterization of Theorem 10 are somehow reminiscent of the ones provided in [23] for the exchangeable case. This is due to the fact that, once accounted for the dependence structure inherited from the hierarchical construction, one has exchangeability within each population.

We now illustrate the general results by means of two examples, related to the hierarchical Dirichlet process and the hierarchical stable NRMI.

Example 5. Assume that $\rho(s) = \rho_0(s) = e^{-s}/s$, so we are considering a vector of hierarchical Dirichlet processes. Recall that $\psi(u) = \psi_0(u) = \log(1 + u)$ and $\tau_\eta(u) = \tau_{\eta,0}(u) = \Gamma(q)/(1 + u)^q$.

In this case

$$f_0(u) = \frac{\Gamma(\ell_j + c_0)}{\Gamma(\ell_j)\Gamma(c_0)} \frac{u^{\ell_j-1}}{(1 + u)^{c_0+\ell_j}} \mathbf{1}_{(0,\infty)}(u)$$

implying that $U_0/(1 + U_0) \sim \text{Beta}(\ell_j, c_0)$. In the posterior representation of $\tilde{\mu}_0$ as stated in Theorem 9, one has

(a) $\eta_0^*$ is a gamma CRM with intensity $e^{-(1+U_0)^{s}} s^{-1} ds c_0 P_0(dx)$,

(b) $I_j \sim \text{Ga}(\ell_j, 1 + U_0)$, meaning that its density function is

$$\frac{(1 + U_0)^{\ell_j}}{\Gamma(\ell_j)} x^{\ell_j-1} e^{-(1+U_0)x} \mathbf{1}_{(0,\infty)}(x)$$

Now, since the normalized distributions of (a) and (b) do not depend on the scale $U_0$, it follows that

$$\tilde{\mu}_0^* = \tilde{\mu}_0^* (X, T) \sim \mathcal{D}(c_0 P_0 + \sum_{j=1}^k \ell_j \delta_{X_j^*}),$$

with $\mathcal{D}$ indicating a Dirichlet process. As far as the vector of random probabilities $(\tilde{\mu}_1, \ldots, \tilde{\mu}_d)$ is concerned, by Theorem 10 one has that, conditional on $\tilde{\mu}_0^*$ and on $(X, T, U)$, the CRMs $\tilde{\mu}_1, \ldots, \tilde{\mu}_d$ are independent, and the distribution of each $\tilde{\mu}_i$ equals the probability distribution of the random measure $\tilde{\mu}_i^* + \sum_{j=1}^k H_{i,j} \delta_{X_j^*}$, where

(a') $\mu_i^*$ a gamma CRM having intensity $e^{-(1+U_i)^{s}} s^{-1} ds c \tilde{\mu}_i^* (dx)$

(b') $H_{i,j} = \sum_{t=1}^{\ell_{i,j}} J_{i,j,t}$, where $J_{i,j,t} \overset{\text{iid}}{\sim} \text{Ga}(q_{i,j,t}, U_i + 1)$, for $t = 1, \ldots, \ell_{i,j}$, thus implying that $H_{i,j} \sim \text{Ga}(n_{i,j}, U_i + 1)$ if $n_{i,j} \geq 1$ and $H_{i,j} = 0$ almost surely if $n_{i,j} = 0$, by virtue of Theorem 10(ii).

Moreover, note that $U_i/(1 + U_i) \sim \text{Beta}(c, N_i)$. Hence, by the same arguments as before, one has

$$\tilde{\mu}_i (X, T, \tilde{\mu}_0^*) \sim \mathcal{D}(c \tilde{\mu}_0^* + \sum_{j=1}^k n_{i,j} \delta_{X_j^*})$$

for $i = 1, \ldots, d$. Note the dependence on the table configuration $T$ is induced solely by $\tilde{\mu}_0^*$, arguably a quite restrictive feature. \qed
Example 6. For a hierarchical stable NRMI one has \( \rho(s) = \sigma s^{-1-\sigma} \frac{ds}{\Gamma(1-\sigma)} \), for some \( \sigma \in (0,1) \), \( \psi(u) = u^q \) and \( \tau_q(u) = \sigma (1-\sigma) q^{-q} u^{-q} \). Similar expressions hold true for \( \rho_0, \tau_{q,0} \) and \( \psi_0 \), with \( \sigma_0 \in (0,1) \) replacing \( \sigma \). It is easily seen that \( U_0 \) is such that \( U_0^{\sigma_0} \sim \text{Ga}(k,c_0) \) and note that the distribution of \( U_0 \) depends on the observations only through \( k \). Moreover

(a) \( \eta_0^* \) is a CRM with intensity

\[
\frac{\sigma_0}{\Gamma(1-\sigma_0)} \frac{e^{-U_0 s}}{s^{\sigma_0+1}} \, ds \, c_0 \, P_0(dx),
\]

which is known as generalized gamma CRM (see, e.g., [29]).

(b) \( I_j \stackrel{\text{ind}}{\sim} \text{Ga}(\bar{k}_j - \sigma_0, U_0) \).

Hence \( \tilde{p}_0 = (\eta_0^* + \sum_{j=1}^k I_j \delta_{X_j})/(\eta_0^*(X) + \sum_{j=1}^k I_j) \). Conditional on \( \tilde{p}_0 \), and on \((X, T, U)\), the CRMs \( \tilde{\mu}_1, \ldots, \tilde{\mu}_d \) are independent and each \( \tilde{\mu}_i \) equals, in distribution, \( \tilde{\mu}^*_i + \sum_{j=1}^{k_i} H_{i,j} \delta_{X_{i,j}} \), where

(a') \( \tilde{\mu}^*_i \) is a generalized gamma CRM whose intensity is

\[
\frac{\sigma}{\Gamma(1-\sigma)} \frac{e^{-U_i s}}{s^{\sigma+1}} \, ds \, c_0 \, P_0(dx);
\]

(b') \( H_{i,j} \) defined as \( \sum_{t=1}^{\ell_{i,j}} J_{i,j,t} \), where \( J_{i,j,t} \sim \text{Ga}(q_{i,j,t} - \sigma, U_i) \), for \( t = 1, \ldots, \ell_{i,j} \), thus implying that \( H_{i,j} \sim \text{Ga}(n_{i,j} - \ell_{i,j} \sigma, U_i) \) if \( n_{i,j} \geq 1 \), while \( H_{i,j} = 0 \) almost surely if \( n_{i,j} = 0 \).

Finally, \( U_i \) is such that \( U_i^{\sigma} \sim \text{Ga}(k,c) \). This implies that the posterior distribution of \((\tilde{p}_1, \ldots, \tilde{p}_d)\), conditional on the data and a suitable latent structure, is a vector of normalized generalized gamma CRMs with fixed points of discontinuity at the data points. \( \square \)

5.2 Hierarchical PY posterior

Even if not obtained through the normalization of a CRM, the techniques used in Theorems 9–10 apply, with suitable modifications, to the determination of a posterior characterization of the Pitman–Yor process. Hence, assume that data \( X \) are partially exchangeable as in (1) and the prior \( Q_d \) is characterized by

\[
\tilde{\mu}_i | \tilde{p}_0 \sim \text{PY}(\sigma, \theta; \tilde{p}_0) \quad (i = 1, \ldots, d), \quad \tilde{p}_0 \sim \text{PY}(\sigma_0, \theta_0; P_0)
\]

where \( \tilde{p}_0 = \tilde{\mu}_0/\tilde{\mu}_0(X) \) and \( \tilde{\mu}_i = \tilde{\mu}_i/\tilde{\mu}_i(X) \), for \( i = 1,\ldots,d \) and, recall that, in view of (8), here the random measures \( \tilde{\mu}_0 \) and \( \tilde{\mu}_i \) are not completely random. The first step is again the posterior characterization of the root of the hierarchy in terms of \( \tilde{\mu}_0 \).

Theorem 11. Let \( V_0 \) be such that \( V_0^{\sigma_0} \sim \text{Ga}(k+\theta_0/\sigma_0, 1) \). Then \( \tilde{\mu}_0|(X, T, V_0) \) equals, in distribution, the random measure \( \eta_0^* + \sum_{j=1}^k I_j \delta_{X_j} \), where \( \eta_0^* \) is a generalized gamma CRM whose intensity is

\[
\frac{\sigma_0}{\Gamma(1-\sigma_0)} \frac{e^{-V_0 s}}{s^{\sigma_0+1}} \, ds \, P_0(dx),
\]

the jumps \( \{ I_j : j = 1, \ldots, k \} \) and \( \eta_0^* \) are independent and \( I_j \sim \text{Ga}(\bar{k}_j - \sigma_0, V_0) \), for \( j = 1, \ldots, k \).
Given this result, one can establish the following posterior characterization of the vector of random measures \((\tilde{\mu}_1, \ldots, \tilde{\mu}_d)\) whose normalization yields a vector of hierarchical PY processes.

**Theorem 12.** Let \(V_i\) be such that \(V_i \overset{\text{ind}}{\sim} \text{Ga}(\ell_{i,0} + \theta/\sigma, 1)\), for \(i = 1, \ldots, d\). Then \((\tilde{\mu}_1, \ldots, \tilde{\mu}_d) | (X, T, V, \tilde{\rho}_0)\) equals, in distribution, the random measure

\[
(\tilde{\mu}_1^*, \ldots, \tilde{\mu}_d^*) + \left( \sum_{j=1}^{k} H_{1,j} \delta_{X_{j1}}, \ldots, \sum_{j=1}^{k} H_{d,j} \delta_{X_{jd}} \right)
\]

where the two summands in the above expression are independent, \(\tilde{\rho}_0 = (\eta_0^* + \sum_{j=1}^{k} I_j \delta_{X_{j1}})/(\eta_0^*(X) + \sum_{j=1}^{k} I_j)\) and

(i) \(\tilde{\mu}_1^*, \ldots, \tilde{\mu}_d^*\) are independent and each \(\tilde{\mu}_i^*\) is a generalized gamma CRM with intensity

\[
\frac{\sigma}{\Gamma(1 - \sigma)} \frac{e^{-V_i s}}{s^{1+\sigma}} \, \text{d} \tilde{\rho}_0^*(dx)
\]

(ii) \(H_{i,j} \overset{\text{ind}}{\sim} \text{Ga}(n_{i,j} - \ell_{i,j} \sigma, V_i)\) if \(n_{i,j} \geq 1\) and \(H_{i,j} = 0\), almost surely, if \(n_{i,j} = 0\).

From Theorems 11–12 the posterior distribution of \(\tilde{\rho}_0\) and of the \(\tilde{\mu}_i^*\)‘s, conditional on \(\tilde{\rho}_0\), immediately follow. However, given the special features of the PY process, one can further simplify such a representation and discard the dependence on the latent random elements \(V_0\) and \(V = (V_1, \ldots, V_d)\) leading to a simple posterior representation, which completes the picture of the posterior behaviour of hierarchical PY process. In stating the result, we set \(k_i = \text{card}\{j : n_{i,j} \geq 1\}\) and agree that the Dirichlet distribution with parameters \((n_{i,1} - \ell_{i,1} \sigma, \ldots, n_{i,k} - \ell_{i,k} \sigma, \theta + \ell_{i,k} \sigma)\) is on the \(k_i\)-dimensional simplex, after removing the parameters having \(n_{i,j} = 0\).

**Theorem 13.** The posterior distribution of \(\tilde{\rho}_0\), conditional on \((X, T)\), equals the distribution of the random probability measure

\[
\sum_{j=1}^{k} W_j \delta_{X_{j1}} + W_{k+1} \tilde{\rho}_{0,k}
\]

where \((W_1, \ldots, W_k)\) is a \(k\)-variate Dirichlet random vector with parameters \((\ell_{i,1} - \sigma_0, \ldots, \ell_{i,k} - \sigma_0, \theta_0 + k \sigma_0)\), \(W_{k+1} = 1 - \sum_{i=1}^{k} W_i\) and \(\tilde{\rho}_{0,k} \sim \text{PY}(\sigma_0, \theta_0 + k \sigma_0; P_0)\). Moreover, conditional on \((\tilde{\rho}_0, X, T)\), the posterior distribution of each \(\tilde{\mu}_i^* = (\tilde{\mu}_i^* + \sum_{j=1}^{k} H_{i,j} \delta_{X_{j1}})/(\tilde{\mu}_i^*(X) + \sum_{j=1}^{k} H_{i,j})\) equals the distribution of the random measure

\[
\sum_{j=1}^{k} W_{i,j} \delta_{X_{j1}} + W_{i,k+1} \tilde{\mu}_{i,k}
\]

where \((W_{i,1}, \ldots, W_{i,k})\) is a \(k\)-variate Dirichlet random vector with parameters \((n_{i,1} - \ell_{i,1} \sigma, \ldots, n_{i,k} - \ell_{i,k} \sigma, \theta + \ell_{i,k} \sigma)\), \(W_{i,k+1} = 1 - \sum_{j=1}^{k} W_{i,j}\) and \(\tilde{\mu}_{i,k} \overset{\text{ind}}{\sim} \text{PY}(\sigma, \theta + \ell_{i,k} \sigma; \tilde{\rho}_0)\).

As previously mentioned, in \((25)\) one has \(P[W_{i,j} = 0] = 1\) whenever \(n_{i,j} = 0\) and the distribution of \((W_{i,1}, \ldots, W_{i,k})\) degenerates on a lower-dimensional simplex. Both representations \((24)\) and \((25)\) are reminiscent of the one given in the exchangeable case by [38]. The common thread is the so-called quasi-conjugacy property characteristic of the PY process. See [33].
6 Algorithms

The theoretical findings in Sections 3 and 5 are essential for deriving, respectively, marginal and conditional sampling schemes. Note that, based on the pEPPF provided in Theorems 3–4, one can derive the predictive distributions associated to hierarchical normalized random measures. However, the analytical complexity inherent to the hierarchical construction does not allow to deduce closed form expressions. Therefore, the best route for a concrete implementation is represented by the derivation of suitable sampling schemes. In Section 6.1 we state the marginal sampler arising from the pEPPF in the context of prediction problems, when \( \tilde{m} \) and one is interested in specific features of additional samples \( (X_{i,N_i+1}, \ldots, X_{i,N_i+m_i}) \), conditional on \( X^{(N_i)} = (X_{i,1}, \ldots, X_{i,N_i}) \), for \( i = 1, \ldots, d \). The algorithm can be adapted in a straightforward way to mixture models with \( \tilde{m} \) modeling latent random variables in dependent mixtures. Finally, in Section 6.2 we devise a conditional algorithm, which allows to simulate the trajectories of \( (\tilde{m}_1, \ldots, \tilde{m}_d) \) from its posterior distribution. These posterior trajectories can then be immediately used for prediction and mixture modeling.

6.1 Blackwell–MacQueen urn scheme

The pEPPFs established in Theorems 3–4 arise upon marginalizing out the hierarchical random probability measures and naturally lend themselves to be used for addressing predictive inferential issues. To be more specific, conditional on observed data \( X^{(N_i)} \), we aim at determining the probability distribution of the \( m_i \) additional outcomes for each population \( i = 1, \ldots, d \)

\[
P[\cap_{i=1}^d \{X^{(m_i|N_i)} \in A_i\} | X^{(N_1)}, \ldots, X^{(N_d)}] = \int \prod_{i=1}^d \prod_{A_i \in \mathcal{D}^{m_i}} p^{(m_i)}(A_i) Q_d(dp_1, \ldots, dp_d | X^{(N_1)}, \ldots, X^{(N_d)})
\]

(26)

where \( X^{(m_i|N_i)} = (X_{i,N_i+1}, \ldots, X_{i,N_i+m_i}) \) and \( A_i \in \mathcal{D}^{m_i} \). Based on (26), one can predict specific features of \( X^{(m_i|N_i)} \), for \( i = 1, \ldots, d \), such as, e.g., the number of new distinct values in the additional \( m_i \) sample data or the number of distinct values that have appeared \( r \) times in the observed sample \( X^{(N_i)} \) that will be recorded in \( X^{(m_i|N_i)} \). These, and a number of related problems, have been extensively studied in the exchangeable case in view of species sampling applications where such quantities can be seen as measures of species diversity. See, e.g., [12, 28]. The results of this paper allow to cover also the more realistic partially exchangeable case for the first time.

The direct evaluation of (26) is unfeasible and one needs to resort to some simulation scheme. To this end, one may rely on the pEPPF in (12)–(15) to devise a Blackwell–MacQueen urn scheme, for any \( d \geq 2 \), that generates \( X^{(m_i|N_i)} \) for any hierarchical NRMI. In order to simplify the notation and the description of the algorithm, we consider the case \( d = 2 \). The goal is to generate samples \( X_{1, N_1+1}, \ldots, X_{1, N_1+m_1} \) and \( X_{2, N_2+1}, \ldots, X_{2, N_2+m_2} \), conditional on \( X^{(N_1)} \) and \( X^{(N_2)} \), for any two positive integers \( m_1 \) and \( m_2 \). One needs to introduce \( N_1 + m_1 + N_2 + m_2 \) latent variables \( T_1, \ldots, T_{i,N_i+m_i}, T_{2,1}, \ldots, T_{2,N_2+m_2} \), which are the labels identifying the tables at which the different costumers are seated in the restaurants. The determination of the full conditional follows immediately from Theorems 3–4 and, more specifically, (14). The sampler allows one to generate \( (T_{1,1}, \ldots, T_{i,N_i}) \) and \( (X_{i,N_i+r}, T_{i,N_i+r}) \), for \( r = 1, \ldots, m_i \) and \( i = 1, 2 \). In order to provide details on this, the label \( -r \) is used to identify a quantity determined after removing \( r \)-th element. Hence, for each \( i = 1, 2 \), one has
(1) At $t = 0$, start from an initial configuration $X_{i,N_i+1}^{(0)}, \ldots, X_{l,N_l+m_l}^{(0)}$ and $T_{i,1}^{(0)}, \ldots, T_{l,N_l+m_l}^{(0)}$, for $l = 1, 2$.

(2) At iteration $t \geq 1$

(2.a) With $X_{i,r} = X^*_r$ generate latent variables $T_{i,r}^{(t)}$, for $r = 1, \ldots, N_i$, from

$$\mathbb{P}(T_{i,r} = \text{"new"} | \cdots) = w_{h,r} \frac{\Phi^{(N_i)}(q_{i,1}^{-r}, \ldots, (q_{i,h}^{-r}, 1), \ldots, q_{i,k}^{-r})}{\Phi^{(N_i-1)}(q_{i,1}^{-r}, q_{i,h}^{-r}, \ldots, q_{i,k}^{-r})}$$

and, for $\kappa = 1, \ldots, \ell_{i,h}^{-r}$,

$$\mathbb{P}(T_{i,r} = T_{i,h,\kappa}^{-r} | \cdots) = \frac{\Phi^{(N_i)}(q_{i,1}^{-r}, \ldots, q_{i,k}^{-r} + 1, \ldots, q_{i,k}^{-r})}{\Phi^{(N_i-1)}(q_{i,1}^{-r}, q_{i,h}^{-r}, \ldots, q_{i,k}^{-r})}$$

where

$$w_{h,r} = \frac{\Phi^{(|\ell_{i,r}^{(t)}|+1)}(\ell_{i,r}^{-r}, \ldots, \ell_{i,h}^{-r} + 1, \ldots, \ell_{i,k}^{-r})}{\Phi^{(|\ell_{i,r}^{(t)}|)}(\ell_{i,r}^{-r}, \ldots, \ell_{i,h}^{-r}, \ldots, \ell_{i,k}^{-r})} \mathbf{1}_{\{0\}}(\ell_{i,r}^{-r}) + \mathbf{1}_{\{0\}}(\ell_{i,h}^{-r})$$

and $1_\kappa$ is a vector of dimension $\ell_{i,h}^{-r}$ with all components being zero but the $\kappa$-th which equals 1. Moreover, $T_{1,h,1}^{-r}, \ldots, T_{m_i,\ell_{i,h}^{-r}}^{-r}$ are the tables at the first restaurant where the $h$-th dish is served, after the removal of the $r$-th observation, while the condition $n_{i,h}^{-r} > 0$ entails that the $h$-th dish is served in the $i$-th restaurant.

(2.b) For $r = 1, \ldots, m_i$, generate $(X_{i,N_i+r}^{(t)}, T_{i,N_i+r}^{(t)})$ from the following predictive distributions

$$\mathbb{P}(X_{i,N_i+r} = \text{"new"}, T_{i,N_i+r} = \text{"new"} | \cdots) = \frac{\Phi^{(N_i)}(\ell_{i,r}^{-r}, \ldots, \ell_{i,k}^{-r} + 1, \ldots, \ell_{i,k}^{-r})}{\Phi^{(N_i-1)}(\ell_{i,r}^{-r}, \ell_{i,h}^{-r}, \ldots, \ell_{i,k}^{-r})} \mathbf{1}_{\{0\}}(\ell_{i,r}^{-r}) + \mathbf{1}_{\{0\}}(\ell_{i,h}^{-r})$$

while, for any $h = 1, \ldots, k + j^{-r}$ and $\kappa = 1, \ldots, \ell_{i,h}^{-r}$,

$$\mathbb{P}(X_{i,N_i+r} = X_{h}^{*-r}, T_{i,N_i+r} = \text{"new"} | \cdots) = \frac{\Phi^{(N_i+m_i)}(\ell_{i,r}^{-r}, \ldots, \ell_{i,k}^{-r} + 1, \ldots, \ell_{i,k}^{-r})}{\Phi^{(N_i+1)}(\ell_{i,r}^{-r}, \ldots, \ell_{i,k+j^{-r}}^{-r})} \mathbf{1}_{\{n_{i,h}^{-r} > 0\}}$$

$$\mathbb{P}(X_{i,N_i+r} = X_{h}^{*-r}, T_{i,N_i+r} = T_{i,h,\kappa}^{-r} | \cdots) = \frac{\Phi^{(N_i+m_i)}(q_{i,1}^{-r}, \ldots, q_{i,k}^{-r} + 1, \ldots, q_{i,k}^{-r})}{\Phi^{(N_i+1)}(q_{i,1}^{-r}, q_{i,h}^{-r}, \ldots, q_{i,k}^{-r})} \mathbf{1}_{\{n_{i,h}^{-r} > 0\}}$$

where $X_{h}^{*-r}$, for $h = 1, \ldots, k + j^{-r}$ denote the distinct dishes in the whole franchise after the removal of the $r$-th observation.
The above algorithm holds for any hierarchical NRMI and only requires insertion of the specific \( \rho, \rho_0 \) and \( P_0 \) to specialize to a particular instance of hierarchical NRMI. The sampling schemes outlined above can also be tailored, in a quite straightforward way, to the hierarchical Pitman–Yor case (see the appendix for details and [3] for applications). Finally note that the proposed algorithm can also be adapted to yield a marginal sampling schemes for mixture models with dependent hierarchical mixing measures.

6.2 Simulation of \((\tilde{\rho}_1, \ldots, \tilde{\rho}_d)\) from its posterior distribution

The posterior representations derived in Theorems 10 and 13 are of great importance also from a computational standpoint as they allow to establish algorithms that generate the trajectories of \( \tilde{\rho}_1, \ldots, \tilde{\rho}_d \) from their posterior distributions, conditional on \( T \). The resulting sampling scheme can be viewed as an extension of a Ferguson & Klass–type algorithm (see [14, 44] for additional details) to a partially exchangeable setting. With respect to the generalized Blackwell–MacQueen urn scheme described in Section 6.1, the possibility of generating posterior samples of hierarchical processes is a significant addition. Just to give an example, it allows to obtain estimates of non–linear functionals, such as credible intervals, of the vector \((\tilde{\rho}_1, \ldots, \tilde{\rho}_d)\) that cannot be otherwise achieved.

For the sake of simplicity assume that \( X = \mathbb{R}^+ \). Using a representation of \( X_t \) given in [14] and the notation of Theorems 9–10, one has

\[
\eta^*_0((0,t]) = \sum_{h=1}^{\infty} J^{(0)}_h \mathbb{1}\{V_h \leq P_0((0,t])\},
\]

with \( V_1, V_2, \ldots \overset{i.i.d.}{\sim} U(0,1) \). The jumps \( J^{(0)}_h \) are in decreasing order and can be obtained by solving the following

\[
S_{0,0} = c_0 \int_{J_0^{(0)}}^\infty e^{-U(s)} \rho_0(s) ds.
\]

where \( S_{1,0}, S_{2,0}, \ldots \) are the points of a standard Poisson process on \( \mathbb{R}^+ \), that is to say \( S_{h,0} - S_{h-1,0} \) are i.i.d. exponential random variables having unit mean. Similarly, one has

\[
\tilde{\mu}^*_i((0,t]) = \sum_{h=1}^{\infty} J^{(i)}_h \mathbb{1}\{V_h \leq \tilde{\rho}_0^*((0,t])\},
\]

where the ordered jumps \( J^{(i)}_h \) are now the solution of

\[
S_{0,i} = c \int_{J^{(i)}_h} e^{-U_i(s)} \rho(s) ds,
\]

where \( S_{1,i}, S_{2,i} - S_{1,i}, \ldots \) are i.i.d. exponential random variables having unit mean. In view of these representations, once one has sampled the latent variables \( T \) through the algorithm described in Section 6.1, one can proceed as follows:

1. Generate \( \tilde{\rho}_0 \) from its posterior distribution, described in Theorem 9, namely:
2. Generate \( U_0 \) from \( f_0(\cdot|X,T) \) in (20);
3. Generate \( I_j \) from \( f_j(\cdot|X,T) \) in Theorem 9(ii), for any \( j = 1, \ldots, k \);
(1.c) Fix $\varepsilon > 0$ and for any $h \geq 1$
- Generate unit mean exponential random variables $S_{h,0} - S_{h-1,0}$
- Determine jumps $J_{h}^{(0)}$ according to (28)
- Stop at $h = \min\{h \geq 1 : J_{h}^{(0)} \leq \varepsilon\}$
- Generate i.i.d. $V_1, \ldots, V_h$ from a $U(0,1)$

and evaluate an approximate draw of $\eta_0^*$ on $(0,t]$ as

$$\eta_0^*((0,t]) \approx \sum_{h=1}^{\bar{h}} J_{h}^{(0)} 1\{V_h \leq P_0((0,t])\},$$

(1.d) Evaluate an approximate draw of a posterior sample of $\tilde{p}_0$ as

$$\tilde{p}_0^*((0,t]) \approx \frac{\sum_{h=1}^{\bar{h}} J_{h}^{(0)} 1\{V_h \leq P_0((0,t])\} + \sum_{j=1}^{k} I_j \delta_{X_0^j}((0,t])}{\sum_{h=1}^{\bar{h}} J_{h}^{(0)} + \sum_{j=1}^{k} I_j}.$$  

Having drawn $\tilde{p}_0^*$, one can now rely on Theorem 10 in order to approximately sample $(\tilde{p}_1, \ldots, \tilde{p}_d)$ from its posterior distribution. This can be easily deduced and described as follows.

(2) For any $i = 1, \ldots, d$, generate $\tilde{p}_i|\{X, T, \tilde{p}_0^*\}$ as follows

(2.a) Generate $U_i$ from $f_i(\cdot|X, T)$ in (22);

(2.b) Generate $J_{i,j,t}$ from $f_{i,j,t}(\cdot|X, T)$ in Theorem 10(ii)

(2.c) Fix $\varepsilon > 0$ and for any $h \geq 1$
- Generate unit mean exponential random variables $S_{h,i} - S_{h-1,i}$
- Determine jumps $J_{h}^{(i)}$ according to (30)
- Stop at $h_i = \min\{h \geq 1 : J_{h}^{(i)} \leq \varepsilon\}$

and evaluate an approximate sample of the posterior trajectory of $\tilde{p}_i$ as follows

$$\tilde{p}_i((0,t]) \approx \frac{\sum_{h=1}^{\bar{h}_i} J_{h}^{(i)} 1\{V_h \leq \tilde{p}_0^*((0,t])\} + \sum_{j=1}^{k_i} \sum_{t=1}^{\ell_{i,j,t}} I_{i,j,t} \delta_{X_0^j}((0,t])}{\sum_{h=1}^{\bar{h}_i} J_{h}^{(i)} + \sum_{j=1}^{k_i} \sum_{t=1}^{\ell_{i,j,t}} I_{i,j,t}}.$$  

An important, and well–known, advantage of the procedure is the fact that it generates jumps $J_{h}^{(0)}$ and $J_{h}^{(i)}$, for $i = 1, \ldots, d$, in decreasing order. This entails that the truncation at $\bar{h}$ or $\bar{h}_i$ is such that the most relevant jumps are taken into account and one is discarding a negligible random mass of the actual trajectory. Future work, of more computational nature, will aim at: (i) investigating the implementation of the algorithm to applied problems, such as density estimation with accurate uncertainty quantification, allowed by the conditional structure of the algorithm and (ii) comparing the performance of our proposal with the so–called direct assignment algorithm, which is widely used within estimation problems involving the hierarchical Dirichlet process.
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A Proofs

A.1 Proof of Theorem 1

For the sake of notational simplicity set

\[ I_q = \int_0^\infty u e^{-c\psi(u)} \tau_q(u) \, du, \quad I_{q,0} = \int_0^\infty u e^{-c\psi(u)} \tau_{q,0}(u) \, du. \]

From [22, Proposition 1] one has \( \text{Var}(\tilde{p}_0(A)) = c_0 P_0(A)(1 - P_0(A)) I_{2,0} \) and \( \text{Var}(\tilde{p}_i(A) | \tilde{p}_0) = c\tilde{p}_0(A)(1 - \tilde{p}_0(A)) I_2 \). Hence, for any \( i = 1, \ldots, d \),

\[
\text{Var}(\tilde{p}_i(A)) = \mathbb{E} \text{Var}(\tilde{p}_i(A) | \tilde{p}_0) + \text{Var}(\tilde{p}_0(A)) = c_0 P_0(A)(1 - P_0(A)) \{ c \theta_0 I_2 I_{1,0} + I_{2,0} \}.
\]

Moreover, for any \( i \neq j \),

\[
\text{Cov}(\tilde{p}_i(A), \tilde{p}_j(A)) = \mathbb{E} \mathbb{E}[\tilde{p}_i(A) \tilde{p}_j(A) | \tilde{p}_0] - (\mathbb{E} \mathbb{E}[\tilde{p}_i(A) | \tilde{p}_0]) (\mathbb{E} \mathbb{E}[\tilde{p}_j(A) | \tilde{p}_0])

= \mathbb{E}[\mathbb{E}[\tilde{p}_i(A) | \tilde{p}_0] \mathbb{E}[\tilde{p}_j(A) | \tilde{p}_0]] - (\mathbb{E}[\tilde{p}_0(A)))^2

= \mathbb{E}[\tilde{p}_0^2(A)] - (\mathbb{E}[\tilde{p}_0(A)])^2 = \text{Var}(\tilde{p}_0(A)),
\]

and the result follows. \( \square \)

A.2 Proof of Theorem 2

The same line of reasoning in the proof of Theorem 1 may be used to establish that \( \text{Cov}(\tilde{p}_i(A), \tilde{p}_j(A)) = \text{Var}(\tilde{p}_0(A)) \). Moreover, by the definition of Pitman–Yor process in Section 2, one has

\[
\text{Var}(\tilde{p}_0(A)) = P_0(A)(1 - P_0(A)) \frac{\sigma_0^2 (1 - \sigma_0)}{\theta_0 (\theta_0 + 1) (\theta_0 / \sigma_0)} \int_0^\infty u^{\theta_0 + \sigma_0 - 1} e^{-u} \, du

= P_0(A)(1 - P_0(A)) \frac{1 - \sigma_0}{\theta_0 + 1}
\]

Furthermore, \( \text{Var}(\tilde{p}_i(A)) = \mathbb{E} \text{Var}(\tilde{p}_i(A) | \tilde{p}_0) + \text{Var}(\tilde{p}_0(A)) \) holds and one obtains

\[
\text{Var}(\tilde{p}_i(A)) = \frac{1 - \sigma}{\theta + 1} \mathbb{E} \tilde{p}_0(A)(1 - \tilde{p}_0(A)) + \frac{1 - \sigma_0}{\theta_0 + 1} P_0(A)(1 - P_0(A))

= \frac{P_0(A)(1 - P_0(A))}{\theta_0 + 1} \left( (1 - \sigma_0) + (\theta_0 + \sigma_0) \frac{1 - \sigma}{\theta + 1} \right),
\]

from which (10) easily follows. \( \square \)
A.3 Proof of Theorem 3

In order to prove Theorem 3, we first need to display a useful technical lemma, which follows from a formula by Faà di Bruno. See, e.g., [19]. According to it, the $n$-th order derivative of $e^{-m\psi(u)}$, with $\psi(u) = \int_0^\infty [1 - e^{-u t}] \rho(t) \, dt$, is given by

$$\frac{d^n}{du^n} e^{-m\psi(u)} = \sum_{\pi} \frac{d^n}{d\xi^n}[e^{-mx}] \left|_{x=\psi(u)} \right. \prod_{B \in \pi} \frac{d|B|}{du}|B| \psi(u)$$

(31)

where $m \in \mathbb{R}$, and the sum is extended over all partitions $\pi$ of $[n] = \{1, \ldots, n\}$. Clearly (31) can be rewritten as

$$\frac{d^n}{du^n} e^{-m\psi(u)} = \sum_{i=1}^{n} (-m)^i e^{-m\psi(u)} \sum_{\pi : |\pi| = i} \prod_{B \in \pi} \frac{d|B|}{du}|B| \psi(u).$$

Since to each unordered partition $\pi$ of size $i$ there correspond $i!$ ordered partitions of the set $[n]$ into $i$ components, which are obtained by permuting the elements of $\pi$ in all the possible ways, one has

$$\frac{d^n}{du^n} e^{-m\psi(u)} = \sum_{i=1}^{n} (-m)^i e^{-m\psi(u)} \frac{1}{i!} \sum_{\pi : |\pi| = i} \prod_{B \in \pi} \frac{d|B|}{du}|B| \psi(u)$$

$$= \sum_{i=1}^{n} (-m)^i e^{-m\psi(u)} \frac{1}{i!} \sum_{(s)} \left( \begin{array}{c} n \\ q_1, \ldots, q_i \end{array} \right) \frac{d^n}{du^n} \psi(u) \cdots \frac{d^n}{du^n} \psi(u)$$

where $\sum_{(s)}$ is the sum over the ordered partitions of the set $[n]$ while the sum $(*)$ runs over all vectors $(q_1, \ldots, q_i)$ of positive integers such that $\sum_{j=1}^{i} q_j = n$. The second equality follows upon noting that the derivative of $\psi$ depends only on the number of elements within each component of the partition $\pi$ and that the number of partitions $\pi$ of the set $[n]$ containing $i$ elements $(B_1, \ldots, B_i)$, with $(|B_1|, \ldots, |B_i|) = (q_1, \ldots, q_i)$, equals the multinomial coefficient above. In view of these remarks, one has

**Lemma 1.** If $\tau_i(u) = \int_0^\infty v^i e^{-u v} \rho(v) \, dv$ and

$$\xi_{n,i}(u) = \sum_{(s)} \frac{1}{i!} \left( \begin{array}{c} n \\ q_1, \ldots, q_i \end{array} \right) \tau_{q_1}(u) \cdots \tau_{q_i}(u),$$

(32)

the following relation holds

$$(-1)^i \frac{d^n}{du^n} e^{-m\psi(u)} = e^{-m\psi(u)} \sum_{i=1}^{n} m^n \xi_{n,i}(u)$$

(33)

In view of this, for any $x_1 \neq \cdots \neq x_k$ in $\mathbb{X}$ and $k \geq 1$, one can evaluate

$$M_{n_1, \ldots, n_d}(dx_1, \ldots, dx_k) = E \prod_{j=1}^{k} \prod_{i=1}^{d} p_i^{n_{i,j}}(dx_j)$$

where $n_i = (n_{i,1}, \ldots, n_{i,k})$, for $i = 1, \ldots, d$, and it is apparent that there may be $n_{i,j}$’s equal to zero, though $\sum_{i=1}^{d} n_{i,j} \geq 1$. Indeed, if one sets $A_{j,\varepsilon} = B(x_j; \varepsilon)$ a ball of radius $\varepsilon$ around $x_j$, with $\varepsilon > 0$ small enough so that $A_{i,\varepsilon} \cap A_{j,\varepsilon} = \emptyset$ for any $i \neq j$, then

$$M_{n_1, \ldots, n_d}(A_{1,\varepsilon} \times \cdots \times A_{k,\varepsilon}) = E \prod_{i=1}^{d} E \left[ \prod_{j=1}^{k} p_{i,j}^{n_{i,j}}(A_{j,\varepsilon}) \right] p_0$$
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Then, we further agree that, whenever $n = 1, \ldots, n_i$, by virtue of (33) one obtains

$$\mathcal{M}_{n_1, \ldots, n_d} (A_{i, \varepsilon} \times \cdots \times A_{k, \varepsilon}) = \mathbb{E} \prod_{i=1}^{d} \frac{1}{\Gamma(N_i)} \int_{0}^{\infty} u^{N_i - 1} e^{-c\psi(u)} \prod_{j=1}^{k} \left( \frac{\xi_{i,j} \ell_{i,j}}{\Xi_{i,j}(A_{j,\varepsilon})} \right) \mathbb{E} \left[ e^{-u \mu(A_{j,\varepsilon})} \right] \, du$$

$$= \mathbb{E} \prod_{i=1}^{d} \frac{1}{\Gamma(N_i)} \int_{0}^{\infty} u^{N_i - 1} e^{-c\psi(u)} \prod_{j=1}^{k} \left( \frac{\xi_{i,j} \ell_{i,j}}{\Xi_{i,j}(A_{j,\varepsilon})} \right) \mathbb{E} \left[ e^{-u \mu(A_{j,\varepsilon})} \right] \, du$$

where $\mathcal{X}_{i} = \mathcal{X} \setminus (\cup_{j=1}^{k} A_{j,\varepsilon})$. If $\ell = (\ell_1, \ldots, \ell_d)$ where each $\ell_i = (\ell_{i,1}, \ldots, \ell_{i,k}) \in \times_{j=1}^{k} \{1, \ldots, n_i\}$, by virtue of (33) one obtains

$$\mathcal{M}_{\ell_{1}, \ldots, \ell_{k}}^0 (A_{1,\varepsilon}, \ldots, A_{k,\varepsilon}) = \mathbb{E} \prod_{j=1}^{k} \mathbb{P}_{0}^{\ell_j} (A_{j,\varepsilon})$$

as $\varepsilon \to 0$ the non-atomicity of $P_0$ implies

$$\mathcal{M}_{\ell_{1}, \ldots, \ell_{k}}^0 (dx_1, \ldots, dx_k) = \mathbb{E} \prod_{j=1}^{k} \mathbb{P}_{0}^{\ell_j} (dx_j) = \prod_{j=1}^{k} P_0 (dx_j)$$

$$\times \frac{\mathbb{E} \prod_{i=1}^{d} \mathbb{P}_{0}^{\ell_i} (dx_i)}{\Gamma(|\ell|)} \int_{0}^{\infty} u^{N_i - 1} e^{-c\psi(u)} \prod_{j=1}^{k} \mathbb{P}_{0,0}^{\ell_j,0} (u) \, du$$

$$= \left( \prod_{j=1}^{k} P_0 (dx_j) \right) \Phi_{k,0}^{(|\ell|)} (\ell_{1}, \ldots, \ell_{k})$$.

Then

$$\mathcal{M}_{n_1, \ldots, n_d} (dx_1, \ldots, dx_k) = \left( \prod_{j=1}^{k} P_0 (dx_j) \right) \sum_{\ell} \Phi_{k,0}^{(|\ell|)} (\ell_{1}, \ldots, \ell_{k})$$

$$\times \prod_{i=1}^{d} \frac{\mathbb{P}_{0}^{\ell_i}}{\Gamma(N_i)} \int_{0}^{\infty} u^{N_i - 1} e^{-c\psi(u)} \prod_{j=1}^{k} \xi_{n_{i,j}, \ell_{i,j}} (u) \, du$$
and the result follows by virtue of (32) and by noting that

$$\Pi_k^{(3)}(n_1, \ldots, n_d) = \int_{X^k} M_{n_1, \ldots, n_d}(dx_1, \ldots, dx_k).$$

\[ \square \]

A.4 Proof of Theorem 4

This can be deduced by working along the same lines as for the Proof of Theorem 3. One only needs to take into account the change of measure (8) in order to work directly with CRMs. Indeed, using the same notation, one has

$$M_{n_1, \ldots, n_d}(A_1, \varepsilon \times \cdots \times A_k, \varepsilon) = \frac{\Gamma(d(\theta + 1))}{\Gamma(d(\theta + N_i))} \int_0^\infty u^{N_i - 1} e^{-\psi(u)}
\times \prod_{i=1}^k \sum_{\ell_{i,j}=1}^{n_{i,j}} \hat{p}_{0,i}^{\ell_{i,j}}(A_j, \varepsilon) \xi_{n_{i,j}, \ell_{i,j}}(u) du
= \frac{\Gamma(d(\theta + 1))}{\Gamma(d(\theta + N_i))} \sum_{\ell} \left( \mathbb{E} \prod_{j=1}^k \hat{p}_{0,i}^{\ell_{i,j}}(A_j, \varepsilon) \right)
\times \prod_{i=1}^d \left( \frac{1}{\Gamma(N_i)} \int_0^\infty u^{N_i - 1} e^{-\psi(u)} \sum_{\ell_{i,j}=1}^{n_{i,j}} \hat{p}_{0,i}^{\ell_{i,j}}(A_j, \varepsilon) \xi_{n_{i,j}, \ell_{i,j}}(u) du \right)$$

where $\psi(u) = u^\sigma$ and

$$\xi_{n_{i,j}, \ell_{i,j}}(u) = \frac{\sigma^{\ell_{i,j}}}{u^{n_{i,j} - \ell_{i,j}}} \sum_{q} \binom{n_{i,j}}{q_1, \ldots, q_{\ell_{i,j}}} \prod_{r=1}^{\ell_{i,j}} (1 - \sigma)_{q_r - 1}
= \frac{1}{u^{n_{i,j} - \ell_{i,j}}} \mathcal{G}(n_{i,j}, \ell_{i,j}; \sigma).$$

The result now easily follows upon noting that, as $\varepsilon \downarrow 0$,

$$\mathbb{E} \prod_{j=1}^k \hat{p}_{0,i}^{\ell_{i,j}}(A_j, \varepsilon) = \prod_{j=1}^k P_0(A_j) \prod_{j=1}^k \left( \frac{(\theta_0 + i\sigma)}{(\theta_0 + 1)} \right)^{1/(\ell_{i,j} - 1)} \prod_{j=1}^k (1 - \sigma_0)_{1/(\ell_{i,j} - 1) + \lambda_{k, \varepsilon}}$$

where $\lambda_{k, \varepsilon} = o\left( \prod_{j=1}^k P_0(A_j) \right)$.

\[ \square \]

A.5 Proof of Theorem 5

Let $\tilde{N}_0 \equiv 0$ and, for each $i = 1, \ldots, d$, $\tilde{N}_i = \sum_{j=1}^i N_j$. Further suppose $\tilde{\pi}_1, \ldots, \tilde{\pi}_d$ denote independent random partitions of $\mathbb{N}$ such that the restriction $\tilde{\pi}_{i, N_i}$ of $\tilde{\pi}_i$ to $[N_i] = \{\tilde{N}_{i-1} + 1, \ldots, \tilde{N}_i\}$ has probability distribution $\Phi_{\xi, i}^{(N_i)}$ as defined in (13). Furthermore, $\tilde{\pi}_0$ is a random partition of $\mathbb{N}$ such that, conditional on $(\tilde{\pi}_{1, N_1}, \ldots, \tilde{\pi}_{d, N_d})$, its restriction $\tilde{\pi}_{0, h}$ to $[h]$ has probability distribution $\Phi_{k, 0}^{(h)}$ in (11), where $h = \sum_{i=1}^d |\tilde{\pi}_{i, N_i}|$ with $|\tilde{\pi}_{i, N_i}|$ the number of blocks in the partition $\tilde{\pi}_{i, N_i}$. Relying on Theorem 3 we have
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\[ \Pi_k^{(N)}(n_1, \ldots, n_d) = \sum_{h=k}^{N} \prod_{i=1}^{d} \sum_{(*)} \mathbb{P}[\tilde{\pi}_{i,N_i} = \{B_{i,1}, \ldots, B_{i,N_i}\}] \times \sum_{(**)} \mathbb{P}[\tilde{\pi}_{0,h} = \{C_1, \ldots, C_k\} \boldsymbol{\cap}_{i=1}^{d} \{\tilde{\pi}_{i,N_i} = \{B_{i,1}, \ldots, B_{i,N_i}\}\}] \]

where the sums are taken over all partitions such that \( \sum_{i=1}^{d} \zeta_i = h \), for any \( h \in \{k, \ldots, N\} \), and

\[ \sum_{\{t : \zeta_{i-1}+t \in C_j\} \cap \{1, \ldots, \zeta_i\}} \text{card}(B_{i,t}) = n_{i,j} \]

where \( \zeta_0 \equiv 0 \) and \( \zeta_i = \sum_{t=1}^{i} \zeta_t \), for each \( i = 1, \ldots, d \). Note that one may have \( \{t : \zeta_{i-1}+t \in C_j\} \cap \{1, \ldots, \zeta_i\} = \emptyset \), in which case \( n_{i,j} = 0 \), and in the Chinese restaurant franchise terminology it would mean that the \( j \)-th dish is not served in restaurant \( i \). According to this notation, one has \( K'_{i,N_i} = \{\tilde{\pi}_{i,N_i}\} \) and \( K_{0,h} = \{\tilde{\pi}_{0,h}\} \) and

\[ \mathbb{P}[K_N = k] = \mathbb{P}\left[ \bigcup_{t=k}^{N} \bigcup_{(t_1, \ldots, t_d) \in \Delta_{d,t}} \{K'_{1,N_1} = t_1, \ldots, K'_{d,N_d} = t_d, K_{0,t} = k\}\right]. \]

The result, then, follows from independence of \( K'_{1,N_1}, \ldots, K'_{d,N_d} \) and from the fact that

\[ \mathbb{P}[K_{0,t} = k] = \mathbb{P}[K_{0,t} = k | K'_{1,N_1} = t_1, \ldots, K'_{d,N_d} = t_d] = \mathbb{P}[K_{0,t} = k] \mathbb{1}_{\Delta_{d,t}}(t_1, \ldots, t_d). \]

\[ \square \]

### A.6 Proof of Theorem 6

The proof follows exactly the same lines as the proof of Theorem 5, the only difference being that \( K'_{i,N_i} \) are the number of blocks corresponding to independent random partitions from \( \text{PY}(\sigma, \theta; H_0) \) processes, for some diffuse probability measure \( H_0 \), and \( K_{0,t} \) is the number of blocks of a random partition from a \( \text{PY}(\sigma_0, \theta_0; P_0) \).

\[ \square \]

### A.7 Proof of Theorem 7

First note that the combination of partial exchangeability, which entails conditional independence across samples, and the hierarchical structure of \( (\tilde{p}_1, \ldots, \tilde{p}_d) \), which implies the sharing of atoms across samples, lead to \( K_n = K_{0,\xi(N)} \) almost surely. Moreover, in view of the growth assumptions, let

\[ \frac{K_{0,n}}{\lambda_0(n)} \xrightarrow{a.s.} M_0, \quad \frac{K'_{i,n}}{\lambda(n)} \xrightarrow{a.s.} M'_i \quad (i = 1, \ldots, d) \]

as \( n \to \infty \), where \( M_0 \) and the \( M'_i \)'s are positive and finite random variables. Moreover, one has \( \xi(N) = \sum_{i=1}^{d} K'_{i,N_i} \) and

\[ \frac{\xi(N)}{\lambda(N^*)} \xrightarrow{a.s.} \sum_{i=1}^{d} M'_i = \eta \]

as \( N^* \to \infty \). Exploiting (H1) and recalling that \( N = dN^* \), one then obtains

\[ \frac{K_{0,\xi(N)}}{K_{0,\eta\lambda(N^*)}} = \frac{\lambda_0(\xi(N))}{\lambda_0(\eta\lambda(N^*))} \frac{K_{0,\xi(N)}/\lambda_0(\xi(N))}{K_{0,\eta\lambda(N^*)}/\lambda_0(\eta\lambda(N^*))} \xrightarrow{a.s.} 1, \]
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which entails, as \( N^* \to \infty \),

\[
\frac{K_N}{\lambda_0(\eta \lambda(N^*))} = \frac{K_{0, \xi(N)}}{K_{0, \eta(N^*)}} \xrightarrow{a.s.} M_0
\]

If \((\tilde{p}_1, \ldots, \tilde{p}_d)\) is a vector of hierarchical Dirichlet processes, then \(\lambda_0(n) = \lambda(n) = \log n\) and (H1) holds true. Moreover, \(\eta = dc\) and

\[
\frac{\lambda_0(\eta \lambda(N))}{\lambda_0(\lambda(N))} \to 1
\]
as \(N \to \infty\), and the result follows.

\[\square\]

### A.8 Proof of Theorem 8

In this case, \(\lambda_0(n) = n^{\sigma_0}\) and \(\lambda(n) = n^{\sigma}\). Hence (H1) holds and one may work out the proof along the same lines as for Theorem 7.

\[\square\]

### A.9 Proof of Theorem 9

The technique introduced for proving Theorem 3 can be suitably adapted and extended to establish also the posterior characterization. Our goal is the determination of the posterior Laplace functional of \(\tilde{\mu}_0\)

\[
E[e^{-\tilde{\mu}_0(f)} \mid X] = \lim_{\varepsilon \downarrow 0} \frac{E[e^{-\tilde{\mu}_0(f)} \prod_{j=1}^k \prod_{i=1}^d \tilde{p}_{n,i,j}(A_{j,\varepsilon})]}{E[\prod_{j=1}^k \prod_{i=1}^d \tilde{p}_{\lambda_{n,i,j}}(A_{j,\varepsilon})]} \tag{34}
\]

for any measurable \(f : X \to \mathbb{R}^+\), where the \(A_{j,\varepsilon}\) notation is the same used in the Proofs of Theorems 3–4. The denominator is \(M_{n_1, \ldots, n_d}(A_{1,\varepsilon} \times \cdots \times A_{k,\varepsilon})\) that has been defined in the proof of Theorem 3 and, as \(\varepsilon \downarrow 0\), equals

\[
\prod_{j=1}^k P_0(A_{j,\varepsilon}) \sum_{q} \sum_{\ell} \Phi_{\ell,0}(\tilde{t}_1, \ldots, \tilde{t}_k) 
\times \prod_{i=1}^d \prod_{j=1}^k \frac{1}{\bar{\xi}_{i,j}^{-1}(q_{i,j,1}, \ldots, q_{i,j,\ell_{i,j}})} \Phi_{\ell_{i,j}}(q_{i,1}, \ldots, q_{i,k}) + \lambda_{k,\varepsilon} \tag{35}
\]

where \(\lambda_{k,\varepsilon} = \alpha(\prod_{j=1}^k P_0(A_{j,\varepsilon}))\). In a similar fashion one can proceed to determine the numerator of (34) and

\[
E[e^{-\tilde{\mu}_0(f)} \prod_{j=1}^k \prod_{i=1}^d \tilde{p}_{\lambda_{n,i,j}}(A_{j,\varepsilon})] = E[e^{-\tilde{\mu}_0(f)} \prod_{i=1}^d e^{\tilde{\mu}_0(\tilde{p}_{\lambda_{n,i,j}}(A_{j,\varepsilon}))}] \\
= \sum_{\ell} \prod_{i=1}^d \frac{e^{\tilde{\xi}_{i,j}}}{\Gamma(N_i)} \int_0^\infty u^{N_i-1} e^{-\varepsilon \psi(u)} \prod_{j=1}^k \int_0^{\tilde{p}_{\lambda_{n,i,j}}(A_{j,\varepsilon})} \left( E[e^{-\tilde{\mu}_0(f)} \prod_{j=1}^k \tilde{p}_{0,*}(A_{j,\varepsilon})] \right) \]

It can now be seen that, with \(X_* = X \setminus (\bigcup_{j=1}^k A_{j,\varepsilon})\) and as \(\varepsilon \downarrow 0\),

\[
E[e^{-\tilde{\mu}_0(f)} \prod_{j=1}^k \tilde{p}_{0,*}(A_{j,\varepsilon})] = \frac{1}{\Gamma(\ell_{\varepsilon})} \int_0^\infty u^{\ell_{\varepsilon}-1} \left( E[e^{-\tilde{\mu}_0((f+u)1_{X_*})}] \right)
\]

\[25\]
To sum up, if we further condition on \( T \), as for the numerator, set
\[
\Phi_k = \int_0^\infty u |\ell|^{-1} e^{-u} \psi(f + u) \prod_{j=1}^k \tau_{j,\epsilon} (u + f(X_j^*)) \, du + \lambda_{k,\epsilon}
\]
and the result follows, as it is easy to check that the normalizing constant of the density \( f_0(\cdot | X, T) \) in (20) is \( \Phi_k^{(\ell)}(\ell_1, \ldots, \ell_k) \).

### A.10 Proof of Theorem 10

From elementary properties of conditional expectations, one has
\[
E[e^{-\hat{\mu}_0(f)} \prod_{j=1}^k \prod_{i=1}^d \hat{\rho}_{i,j}^{n_{i,j}}(A_{j,\epsilon})] = \prod_{j=1}^k P_0(A_{j,\epsilon})
\]
\[
\times \left( \prod_{j=1}^k \left( \int_0^\infty \frac{c_0 P_0(A_{j,\epsilon})}{\Gamma(|\ell|)} \int_0^\infty u |\ell|^{-1} e^{-u} \psi(f + u) \prod_{j=1}^k \tau_{j,\epsilon} (u + f(X_j^*)) \, du + \lambda_{k,\epsilon} \right) \right)
\]
\[
\times \prod_{j=1}^k \tau_{j,\epsilon} (u + f(X_j^*)) \, du + \lambda_{k,\epsilon}.
\]

To sum up, if we further condition on \( T \), one has
\[
E[e^{-\hat{\mu}_0(f)} | X, T] = \int_0^\infty \frac{c_0 P_0(A_{j,\epsilon})}{\Gamma(|\ell|)} \int_0^\infty u |\ell|^{-1} e^{-u} \psi(f + u) \prod_{j=1}^k \tau_{j,\epsilon} (u + f(X_j^*)) \, du + \lambda_{k,\epsilon}.
\]

and the result follows, as it is easy to check that the normalizing constant of the density \( f_0(\cdot | X, T) \) in (20) is \( \Phi_k^{(\ell)}(\ell_1, \ldots, \ell_k) \).

A.10 Proof of Theorem 10

From elementary properties of conditional expectations, one has
\[
E[e^{-\sum_{i=1}^d \hat{\mu}_i(f_i)} | X, T] = E\left[ E\left[ e^{-\sum_{i=1}^d \hat{\mu}_i(f_i)} | X, T, \hat{\mu}_0 \right] \right]
\]
for any choice of measurable functions \( f_i : \mathbb{X} \to \mathbb{R}^+ \), for \( i = 1, \ldots, d \). The proof, then, boils down to determining posterior Laplace functional
\[
E\left[ e^{-\sum_{i=1}^d \hat{\mu}_i(f_i)} | X, T, \hat{\mu}_0 \right] = \lim_{\epsilon \downarrow 0} \frac{E\left[ e^{-\sum_{i=1}^d \hat{\mu}_i(f_i)} \prod_{i=1}^d \prod_{j=1}^k \hat{\rho}_{i,j}^{n_{i,j}}(A_{j,\epsilon}) | T, \hat{\mu}_0 \right]}{E\left[ \prod_{i=1}^d \prod_{j=1}^k \hat{\rho}_{i,j}^{n_{i,j}}(A_{j,\epsilon}) | T, \hat{\mu}_0 \right]}
\]
As far as the denominator is concerned, it plainly equals
\[
\left( \prod_{i=1}^d \prod_{j=1}^k \hat{\rho}_{i,j}^{n_{i,j}}(A_{j,\epsilon}) \right) \prod_{i=1}^d \frac{\epsilon_{i,\epsilon}}{\Gamma(N_i)} \int_0^\infty u^{N_i-1} e^{-u} \psi(u) \prod_{j=1}^k \prod_{i=1}^d \tau_{i,j,\epsilon} (u) \, du
\]
As for the numerator, set
\[
\tilde{\psi}(f) = \int_X \int_0^\infty [1 - e^{-sf(x)}] \rho(s) \, ds \, dx
\]
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and note that

$$
\mathbb{E} \left[ e^{-\sum_{i=1}^{d} \tilde{\mu}_i(f_i)} \prod_{i=1}^{k} \tilde{P}_{i,i}^{n_i,i} (A_{j,c}) \mid T, \tilde{\mu}_0 \right] = \prod_{i=1}^{d} \mathbb{E} \left[ e^{-\tilde{\mu}_i(f_i)} \prod_{j=1}^{k} \tilde{P}_{i,j}^{n_i,j} (A_{j,c}) \mid T, \tilde{\mu}_0 \right]
$$

$$
= \left( \prod_{i=1}^{d} \prod_{j=1}^{k} \tilde{P}_{i,j}^{n_i,j} (A_{j,c}) \right) \prod_{i=1}^{d} \frac{\gamma \ast \epsilon_{\tau_{i,j,t}(A_{j,c})}}{\Gamma(N_i)} \int_0^{\infty} u^{N_i-1} e^{-\psi (f+u)} \prod_{j=1}^{k} \prod_{t=1}^{\epsilon_{\tau_{i,j,t}(u+f_i(X_j^*))}} du
$$

To sum up, the right-hand-side of (36) equals

$$
\prod_{i=1}^{d} \int_0^{\infty} u^{N_i-1} e^{-\psi (f+u)} \prod_{j=1}^{k} \prod_{t=1}^{\epsilon_{\tau_{i,j,t}(u+f_i(X_j^*))}} du.
$$

which entails

$$
\mathbb{E} \left[ e^{-\sum_{i=1}^{d} \tilde{\mu}_i(f_i)} \mid X, T, U, \tilde{\mu}_0 \right] = \prod_{i=1}^{d} \prod_{j=1}^{k} \prod_{t=1}^{\epsilon_{\tau_{i,j,t}(U_j)}} (U_i + f_i(X_j^*))
$$

$$
\times \prod_{i=1}^{d} \exp \left\{ -c \int_{X \times \mathbb{R}^+} (1 - e^{-sf_i(x)}) e^{-st_i} \rho(s) ds \tilde{\mu}_0 (dx) \right\}
$$

and the conclusion follows.

\[\square\]

A.11  Proof of Theorem 11

The proof follows the similar lines as that of Theorem 9, the main difference being the polynomial tilting that defines the Pitman–Yor process in (8). Let $\tilde{\mu}_0'$ and $\mu_i'$ denote stable CRMs with respective parameters $\sigma_0$ and $\sigma$ in $(0,1)$. Moreover, the base measure $\tilde{\mu}_0'$ is $P_0$ whereas the $\mu_i'$ are, conditional on $\tilde{\mu}_0'$, independent and identically distributed CRMs with base measure $\tilde{\mu}_0' = \tilde{\mu}_0'/\tilde{\mu}_0'(X)$. When determining the posterior Laplace functional transform as in (34), one has

$$
\mathbb{E} e^{-\tilde{\mu}_0(f)} \prod_{j=1}^{k} \prod_{i=1}^{d} \tilde{P}_{i,j}^{n_i,j} (A_{j,c}) = \mathbb{E} \left[ e^{-\tilde{\mu}_0(f)} \prod_{i=1}^{d} \mathbb{E} \left[ (\tilde{\mu}_i(X))^{-N_i} \prod_{j=1}^{k} (\tilde{\mu}_i(A_{j,c}))^{n_i,j} \mid \tilde{\mu}_0 \right] \right].
$$

(37)

It can now be seen that, for any $i = 1, \ldots, d$,

$$
\mathbb{E} \left[ (\tilde{\mu}_i(X))^{-N_i} \prod_{j=1}^{k} (\tilde{\mu}_i(A_{j,c}))^{n_i,j} \mid \tilde{\mu}_0 \right]
$$

$$
= \frac{\Gamma(\theta+1)}{\Gamma \left( \frac{\theta}{\sigma} + 1 \right)} \mathbb{E} \left[ (\tilde{\mu}_i(X))^{-\theta-N_i} \prod_{j=1}^{k} (\tilde{\mu}_i(A_{j,c}))^{n_i,j} \mid \tilde{\mu}_0 \right]
$$

$$
= \frac{1}{(\theta+1)N_i} \frac{1}{\Gamma \left( \frac{\theta}{\sigma} + 1 \right)} \int_0^{\infty} e^{\theta+N_i-1} \mathbb{E} \left[ e^{-\mu_i(X)} \prod_{j=1}^{k} (\tilde{\mu}_i(A_{j,c}))^{n_i,j} \mid \tilde{\mu}_0 \right] dv
$$

$$
= \frac{1}{(\theta+1)N_i} \frac{1}{\Gamma \left( \frac{\theta}{\sigma} + 1 \right)} \int_0^{\infty} e^{\theta+N_i-1} e^{-v} \prod_{j=1}^{k} \prod_{i=1}^{n_i,j} \tilde{P}_{i,j}^{n_i,j} (A_{j,c}) \tilde{\mu}_0 (dv).
$$
It is clear that, in order to evaluate (37), one may note that as $\varepsilon \downarrow 0$
\[
\mathbb{E}e^{-\tilde{\mu}_0(f)} \prod_{j=1}^{k} \tilde{p}_0(A_{j,\varepsilon}) = \frac{\Gamma(\theta_0 + 1)}{\Gamma\left(\frac{\theta_0}{\sigma_0} + 1\right)} \mathbb{E}(\tilde{\mu}_0(X))^{\theta_0-1} e^{-\tilde{\mu}_0(f)} \prod_{j=1}^{k} (\tilde{\mu}_0(A_{j,\varepsilon}))^{\delta_0-1} \quad \text{as} \quad \varepsilon \downarrow 0
\]
\[
= \left[ \frac{1}{\theta_0 + 1} \frac{\sigma_0^k}{\Gamma\left(\frac{\theta_0}{\sigma_0} + 1\right)} \right] \left( \prod_{j=1}^{k} P_0(A_{j,\varepsilon}) \right) (1 - \sigma_0)^{-1} \int_0^\infty v_0^{\theta_0+1} \, dv_0
\]
\[
\times e^{-\int_0^\infty (v_0 + f(x))^{\sigma_0} P_0(dx)} \prod_{j=1}^{k} \frac{1}{(v_0 + f(X_j^\varepsilon))^{1 - \sigma_0}} \, dv_0 + \lambda_{k,\varepsilon}
\]
where $\lambda_{k,\varepsilon} = \alpha(\prod_{j=1}^{k} P_0(A_{j,\varepsilon}))$. If one further conditions on $T$, it can be seen that
\[
\mathbb{E} \left[ e^{-\tilde{\mu}_0(f)} \prod_{j=1}^{d} \tilde{p}_i^{n_{i,j}}(A_{i,\varepsilon}) \mid T \right] = \frac{1}{\theta_0 + 1} \frac{\sigma_0^k}{\Gamma\left(\frac{\theta_0}{\sigma_0} + 1\right)} \prod_{i=1}^{d} P^{-1}_{i,\varepsilon}(\theta + r\sigma)
\]
\[
\times \frac{\mathcal{E}(n_{i,j}, \ell_{i,j}; \sigma)}{\sigma^r \tilde{\mu}_0} \int_0^\infty \left( \prod_{j=1}^{k} e^{-f_i(X_j^\varepsilon)} \right) \, dv_0
\]
The proof is, thus, completed by using Theorem 4, which identifies
\[
\mathbb{E} \left[ \prod_{i=1}^{d} \prod_{j=1}^{k} \tilde{p}_i^{n_{i,j}}(A_{i,\varepsilon}) \mid T \right],
\]
as $\varepsilon \downarrow 0$. \hfill \Box

**A.12 Proof of Theorem 12**

As in the proof of Theorem 10, we aim at determining
\[
\mathbb{E} \left[ e^{-\sum_{i=1}^{d} \tilde{\mu}_i(f_i)} \mid X, T \right] = \mathbb{E} \left[ \mathbb{E} \left[ e^{-\sum_{i=1}^{d} \tilde{\mu}_i(f_i)} \mid X, T, \tilde{\mu}_0 \right] \mid X, T \right]
\]
for any collection of non-negative and measurable functions $f_1, \ldots, f_d$ defined on $X$. See (36). This is achieved through the following
\[
\mathbb{E} \left[ e^{-\sum_{i=1}^{d} \tilde{\mu}_i(f_i)} \mid X, T, \tilde{\mu}_0 \right] = \prod_{i=1}^{d} \mathbb{E} \left[ e^{-\sum_{i=1}^{d} \tilde{\mu}_i(f_i)} \prod_{j=1}^{k} \tilde{p}_i^{n_{i,j}}(A_{i,\varepsilon}) \mid T, \tilde{\mu}_0 \right].
\]
For any $i = 1, \ldots, d$, one has
\[
\mathbb{E} \left[ e^{-\sum_{i=1}^{d} \tilde{\mu}_i(f_i)} \prod_{j=1}^{k} \tilde{p}_i^{n_{i,j}}(A_{i,\varepsilon}) \mid T, \tilde{\mu}_0 \right]
\]
which, combined with the result proved in Theorem 11, yields the result.

\[ \mathbb{E}\left[ e^{-\mu_1(f)} \right] = \frac{\sigma_0}{\Gamma\left( \frac{\theta_0 + k\sigma_0 - 1}{\sigma_0} \right)} \int_0^\infty v^{\theta_0 + k\sigma_0 - 1} e^{-v^{\sigma_0}} e^{-f_k(v + f(x))^{\sigma_0} - v^{\sigma_0}} \mu_0(dv) \, dv \]

\[ = \frac{\sigma_0}{\Gamma\left( \frac{\theta_0 + k\sigma_0}{\sigma_0} \right)} \int_0^\infty v^{\theta_0 + k\sigma_0 - 1} \left( \mathbb{E} e^{-v^{\sigma_0}(X)} - \tilde{\mu}_0(f) \right) \, dv \]

\[ = \frac{\sigma_0 \Gamma(\theta_0 + k\sigma_0)}{\Gamma\left( \frac{\theta_0 + k\sigma_0}{\sigma_0} \right)} \left( \mathbb{E} e^{-\tilde{\mu}_0(X)} \{ \tilde{\mu}_0(X) \}^{-\theta_0 - k\sigma_0} \right) \]

A.13 Proof of Theorem 13

Let \( \tilde{\mu}_\sigma \) denote a \( \sigma \)-stable CRM and, as in (9), \( \tilde{\mu}_{\sigma, \theta} \) indicates a random measure whose normalization yields a Pitman–Yor process with parameters \((\sigma, \theta)\). From Theorem 11, one has that
Hence, one can conclude that \( \eta_0^* \overset{d}{=} \tilde{\eta}_{\sigma_0, \theta_0 + k \sigma_0} \) and

\[
\tilde{\eta} | (X, T, V_0) \overset{d}{=} \sum_{j=1}^{k} W_{j, V_0} \delta x_j^* + W_{k+1, V_0} \tilde{\eta}_{\sigma_0, \theta_0 + k \sigma_0}
\]

where \( \tilde{\eta}_{\sigma_0, \theta_0 + k \sigma_0} \sim \text{PY}(\sigma_0, \theta_0 + k \sigma_0; P_0) \). Moreover \( W_{j, V_0} = I_j / (\eta_0^*(X) + \sum_{i=1}^{k} I_i) \), for any \( j = 1, \ldots, k \), and \( W_{k+1, V_0} = \eta_0^*(X) / (\eta_0^*(X) + \sum_{i=1}^{k} I_i) \). If \( f_v \) is the density of the vector \( (W_{1, V_0}, \ldots, W_{k, V_0}) \) on the \( k \)-dimensional simplex \( \Delta_k \), we would like to determine

\[
f(w_1, \ldots, w_k) = \int_0^\infty f_v(w_1, \ldots, w_k) \frac{\sigma_0}{\Gamma(\frac{\theta_0}{\sigma_0} + k)} w^{\theta_0 + k \sigma_0 - 1} e^{-w^{\sigma_0}} dw.
\]

To this end, we denote by \( h_v \) the density function of \( \eta_0^*(X) \) and, using independence, the vector \( (I_1, \ldots, I_k, \eta_0^*(X)) \) has density given by

\[
f_v(x_1, \ldots, x_k, t) = h_v(t) \frac{t^{\ell - k \sigma_0}}{\prod_{j=1}^{k} \Gamma(\ell_j - \sigma_0)} e^{-\sum_{i=1}^{k} x_i \ell_i - \sigma_0 - 1}.
\]

If \( W_{V_0} = \sum_{i=1}^{k} I_j + \eta_0^*(X) \), a simple vector transformation yields a density function for the vector \( (W_{1, V_0}, \ldots, W_{k, V_0}, W_{V_0}) \)

\[
f_v(w_1, \ldots, w_k, w) = \frac{v^{\ell - k \sigma_0} \prod_{j=1}^{k} w_j^{\ell_j - \sigma_0 - 1} w_i^{\ell_j - \sigma_0} e^{-\sum_{i=1}^{k} w_i \ell_i}}{\prod_{j=1}^{k} \Gamma(\ell_j - \sigma_0)} h_v(w(1 - |w|))
\]

where \( |w| = \sum_{i=1}^{k} w_i \). From this, an expression for the density of \( (W_{1, V_0}, \ldots, W_{k, V_0}) \) easily follows and it turns out to be equal to

\[
f_v(w_1, \ldots, w_k) = \frac{v^{\ell - k \sigma_0} \prod_{j=1}^{k} w_j^{\ell_j - \sigma_0 - 1}}{\prod_{j=1}^{k} \Gamma(\ell_j - \sigma_0)} \frac{1}{(1 - |w|)^{\ell - k \sigma_0 + 1}} \int_0^{\infty} s^{\ell - k \sigma_0} e^{-\frac{s}{1 - |w|}} h_v(s) ds
\]

\[
= \frac{v^{\ell - k \sigma_0} \prod_{j=1}^{k} w_j^{\ell_j - \sigma_0 - 1}}{\prod_{j=1}^{k} \Gamma(\ell_j - \sigma_0)} \frac{1}{(1 - |w|)^{\ell - k \sigma_0 + 1}} \left( E(\eta_0^*(X))^{\ell - k \sigma_0} e^{-\frac{|w|}{1 - |w|}} \eta_0^*(X) \right).
\]

Since \( \eta_0^* \) is a generalized gamma CRM with parameters \( (\sigma_0, V_0) \) and base measure \( P_0 \), its probability distributions \( P^* \) is absolutely continuous with respect to the probability distribution \( P_{\sigma_0} \) of a \( \sigma_0 \)-stable CRM and

\[
\frac{dP^*}{dP_{\sigma_0}}(m) = \exp\{-vm(X) + \frac{v^{\sigma_0}}{\Gamma(\frac{\theta_0}{\sigma_0} + k)} \int_0^{\infty} v^{\theta_0 + k \sigma_0 - 1} e^{-v^{\sigma_0}} f_v(w_1, \ldots, w_k) dv \}
\]

In view of this, one can now marginalize \( f_v \) with respect to \( v \) and and obtain a density of \( (W_1, \ldots, W_k) \). Indeed, one has

\[
f(w_1, \ldots, w_k) = \frac{\sigma_0}{\Gamma(\frac{\theta_0}{\sigma_0} + k)} \int_0^{\infty} v^{\theta_0 + k \sigma_0 - 1} e^{-v^{\sigma_0}} f_v(w_1, \ldots, w_k) dv
\]

[30]
Finally, one can proceed in a similar fashion in order to prove (25) and this completes the proof of the posterior characterization of \( \tilde{\rho}_0 \).

\[ \square \]

\section{Blackwell–MacQueen urn scheme for Hierarchical Pitman–Yor processes}

Here we specialize the algorithm described in Section 6.1 to hierarchies of Pitman–Yor processes. Hence we are assuming that \( X \) are partially exchangeable as in (1), where the prior \( Q_d \) is characterized as follows

\[ \tilde{\rho}_i \mid \tilde{\rho}_0 \stackrel{\text{iid}}{\sim} PY(\sigma, \theta; \tilde{\rho}_0) \quad (i = 1, \ldots, d), \quad \tilde{\rho}_0 \sim PY(\sigma_0, \theta_0; P_0) \]

The same notations as in Section 6.1 are used. The determination of the full conditionals follows immediately from the augmented pEPPF

\[
\Pi_{k+j}^{(n+m)}(n_1, \ldots, n_d; \ell, q) = \prod_{r=1}^{k+j-1} (\theta_0 + r \sigma_0) \prod_{t=1}^{k+j} (1 - \sigma_0) \prod_{t=1}^{k+j+1} (\theta + r \sigma) \prod_{v=1}^{k+j} \prod_{t=1}^{k+j} (1 - \sigma)_{q_{t,v}^{(t)}} \prod_{v=1}^{k+j} \prod_{t=1}^{k+j} (1 - \sigma)_{q_{t,v}^{(t)}}
\]

with the convention \((1 - \sigma)_{-1} \equiv 1\). Based on (38) one can devise a Gibbs sampler that generates \((T_{i,1}, \ldots, T_{i,N_i})\), for \(i = 1, 2\), and \((X_{i,N_i+r}, T_{i,N_i+r})\), for \(r = 1, \ldots, m_i\) and \(i = 1, 2\), from their respective full conditionals. Details are provided for \(i = 1\), the case \(i = 2\) being identical with the appropriate adaptations.

1. At \(t = 0\), start from an initial configuration \(X_{1,N_i+1}^{(0)}, \ldots, X_{1,N_i+m_i}^{(0)}\) and \(T_{i,1}^{(0)}, \ldots, T_{i,N_i+m_i}^{(0)}\), for \(i = 1, 2\).

2. At iteration \(t \geq 1\)
(2.a) With $X_{1,r} = X^*_r$ generate latent variables $T_{1,r}^{(l)}$, for $r = 1, \ldots, N_l$, from

$$
P(T_{1,r} = \text{"new"}|\cdots) \propto w_{h,r} \frac{(\theta + \tilde{\tau}_{1,r}^{-1} \sigma)}{(|\ell^{-r}| + \theta_0)}$$

$$
P(T_{1,r} = T_{1,h,\kappa}^{\ast,-r}|\cdots) \propto (q_{1,h,\kappa}^r - \sigma) \quad \text{for } \kappa = 1, \ldots, \ell_{1,h}^{-r}$$

where $w_{h,r} = \tilde{\tau}_{1,h}^r - \sigma_0$ if $\tilde{\tau}_{1,h}^r > 0$ and $w_{h,r} = 1$ otherwise. Moreover, $T_{1,h,1}^{\ast,-r}, \ldots, T_{1,h,\ell_{1,h}^{-r}}^{\ast,-r}$ are the tables at the first restaurant where the $h$-th dish is served, after the removal of $T_{1,r}$.

(2.b) For $r = 1, \ldots, m_1$, generate $(X_{N_l+r}^{(l)}, T_{N_l+r}^{(l)})$ from the following predictive distributions

$$
P(X_{1,r} = \text{"new"}, T_{1,r} = \text{"new"}|\cdots) = \frac{(\theta_0 + (k + j^{-r})\sigma_0)}{(\theta + N_1 + m_1 - 1)} \frac{(\theta + \tilde{\tau}_{1,r}^{-1} \sigma)}{(|\ell^{-r}|)}$$

while, for any $h = 1, \ldots, k + j^{-r}$ and $\kappa = 1, \ldots, \ell_{1,h}^{-r}$,

$$
P(X_{1,r} = X_{h}^{\ast,-r}, T_{1,r} = \text{"new"}|\cdots) = \frac{(\tilde{\tau}_{1,h}^r - \sigma_0)}{(\theta + N_1 + m_1 - 1)} \frac{(\theta + \tilde{\tau}_{1,r}^{-1} \sigma)}{(|\ell^{-r}|)}$$

$$
P(X_{1,r} = X_{h}^{\ast,-r}, T_{1,r} = T_{1,h,\kappa}^{\ast,-r}|\cdots) = \frac{q_{1,h,\kappa}^r - \sigma}{\theta + N_1 + m_1 - 1} \mathbb{I}(n_{1,h}^{-r} > 0)$$

calling that $X_{h}^{\ast,-r}$, for $h = 1, \ldots, k + j^{-r}$ denote the distinct dishes in the whole franchise after the removal of the $r$-th observation, while the condition $n_{1,h}^{-r} > 0$ entails that the $h$-th dish is served in the $i$-th restaurant.
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